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Aims and objectives 

 

 

This short course will introduce the framework of distribution-free statistical inference, and will provide an 
in-depth overview of both theoretical foundations and practical methodologies in this field. We will cover 
methods including holdout set methods, conformal prediction, cross-validation based methods, calibration 
procedures, and more, with emphasis on how these methods can be adapted to a range of settings to 
achieve robust uncertainty quantification without compromising on accuracy. The course will also introduce 
the theoretical results behind these methods, including the role of exchangeability (and its variants) in 
establishing the distribution-free validity of these methods, as well as more classical theoretical results 
establishing how these distribution-free methods relate to the answers we would obtain via parametric 
models or other classical assumption-based techniques. Our theoretical overview will also cover hardness 
results that carve out the space of inference questions that are possible or impossible to answer within the 
distribution-free framework. 

 

Outline 

1. Introduction (approx. 0.5hrs -- day 1, part 1) 

(a) From classical inference to distribution-free inference 

(b) Introduction to holdout set & cross-validation based methods 

 

2. Conformal prediction methodology (approx. 2.5hrs -- day 1, part 2) 

(a) Introduction to exchangeability 

(b) Split conformal prediction 



 

 

(c) Full conformal prediction 

(d) Jackknife, jackknife+, cross-conformal 

(e) Comparing conformal and classical methods 

(f) Testing for outliers / distribution drift 

 

3. Limits of distribution-free inference (approx. 1.5hrs -- day 2, part 1) 

(a) Conditional predictive inference 

(b) Distribution-free regression 

(c) Distribution-free tests of conditional independence 

(d) Algorithmic stability 

 

4. Extensions of conformal prediction (approx. 1.5hrs -- day 2, part 2) 

(a) Weighted conformal prediction: covariate shift, label shift, localized conformal prediction 

(b) Conformal prediction in the streaming setting 

(c) Conformal prediction under distribution drift 

(d) Calibration methods 
 

Pre-requisites 

This course will assume familiarity with standard regression and classification methods (e.g., linear 
regression, logistic regression, nearest neighbor methods, kernel methods), and undergraduate levle 
probability theory (e.g., conditional distributions). 
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