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Abstract

In the field, individuals can choose to self-select into strategic interactions. In con-

trast, once seated in the lab, subjects have little choice but to play games that they may

have otherwise avoided. We here add an explicit self-selection stage, in order to enhance

the external validity of laboratory experiments. Using one-shot games, we show that self-

selection is mainly driven by two variables: risk-aversion, and a measure of confidence

that is new in the context of strategic interactions. Self-selection also greatly reduces

the gap between theoretical predictions and actual behavior (for example, the fraction

of subjects playing Nash equilibrium doubles).
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1. Introduction

One-shot games are a useful way of representing interactions that are new to economic

agents, for instance bargaining over a house purchase or competing on the labor market for

the first time. However, the substantial gap that is found between theoretical predictions

and actual behavior in experimental games has cast doubt on the empirical relevance of

standard theory (Camerer (2003)). We here suggest that this gap between theory and actual

behavior can be greatly reduced by adding a key field element into the laboratory: self-

selection. In a typical field situation, individuals have the opportunity to self-select as

they can choose whether they wish to engage in strategic interactions. In sharp contrast,

in most lab experiments, once seated in the lab, players have little choice but to engage

in strategic interactions that they may have otherwise avoided. Allowing for self-selection

should then both increase the external validity of lab experiments, as they become more

realistic, and may narrow the gap between observed behavior and theoretical predictions.

In particular, some subjects are confused when it comes to choosing strategies, and may

prefer to avoid situations in which they feel they are likely to make embarrassing mistakes.

Including confused subjects will certainly affect the strategies chosen, and may thus lie behind

observed laboratory deviations from the theoretical predictions.

We evaluate the impact of self-selection on strategic interactions by adding an explicit

self-selection stage prior to engaging in experimental games, and elicit a number of individual

characteristics that may explain this selection. We can thus address two key questions: (1)

What are the determinants of self-selection? (i.e. who self-selects into games?) and (2) How

does self-selection affect the composition of the subject pool and, in turn, the strategies that

are played? Our first aim is to improve the external validity by introducing self-selection,

which is absent in most experiments while omnipresent in the field (Harrison and List (2004)).

We then see how much of the gap between theoretical predictions, such as Nash equilibrium,

and experimental outcomes is due to the absence of self-selection in experimental settings.

It is important to be clear what is meant here by “self-selection”. We will not address,

for example, the determinants of self-selection into the subject experimental pool in the first

place (see Cleave et al. (2013)) nor the fact that experimental subjects are typically students

(see Harrison and List (2008), Henrich et al. (2010), Fréchette (2011) and Fréchette (2016)).

We here rather focus on the self-selection into tasks by subjects who have already signed up

for an experiment. This type of self-selection has to date been analyzed in specific contexts in

which individuals choose a payment scheme (see, for instance, Camerer and Lovallo (1999),
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Eriksson et al. (2009) and Dohmen and Falk (2011)). The typical choice there is between

payoffs: a sure payoff and entering a tournament, where in the latter subjects have to predict

their rank among the subgroup of subjects who choose the tournament. The novelty of our

work here is to rather consider self-selection into games, where subjects need to anticipate

the strategic sophistication of other players. There exists a literature on self-selection in

games based on pro-social attitudes, which we here complement by considering games in

which pro-social behavior plays no role. The closest contribution of which we are aware is

Choo et al. (2019), who design an auction where players bid to have the right to re-play a

beauty-contest game (after having played this game against the whole group). The novelty

of our approach is to look for the determinants of self-selection and its consequences in one-

shot games.1 With this definition of self-selection in mind, we hope to enhance the external

validity of behavioral game theory, by offering subjects the possibility to opt-out of strategic

interactions.

We address our first question of the individual determinants of self-selection by consider-

ing two variables: confidence and risk-aversion. Risk-aversion is elicited using two well-known

measures, while confidence is new in the context of strategic interactions, although common

in the cognitive sciences (see Fleming and Lau (2014) and Ais et al. (2016), for example). We

here ask subjects “When thinking about what to do in this task, you had...”, with responses

on a 0 to 10 scale, where 0 corresponds to “No idea of what to do” and 10 “A very clear idea

of what to do”. These confidence judgements in a game cover a number of dimensions (play-

ers may not be confident about their understanding of the game, their ability to correctly

map strategies to payoffs, or their beliefs about other players’ behaviors). Our claim is that,

despite the multi-dimensional nature of confidence, low levels of confidence are associated

with confusion2 and poor strategies, while greater confidence is positively associated with

strategic sophistication. These confidence measures match well with the kind of statements

that subjects spontaneously make at the end of experiments (e.g. ”Game 1 was easy for me

but I felt completely lost in game 3”).

Risk-aversion and confidence are not strongly correlated with each other, and explain a

large part of self-selection: self-selected subject pools are less risk-averse and more confident
1We here only consider one-shot games (i.e. games with no feedback on opponents’ behavior): repeated

games will likely produce different results. For instance, players in repeated dominance-solvable games con-
verge to Nash Equilibrium (see, for example, Gill and Prowse (2016) and the references therein).

2Work on confusion consistently finds a surprisingly-high fraction of confused subjects in one-shot games,
with common figures of between 30% and 50% of subjects (see Costa-Gomes and Weizsäcker (2008); Agranov
et al. (2012); Burchardi and Penczynski (2014); De Sousa et al. (2013); Agranov et al. (2015); and Fragiadakis
et al. (2016))

3



than non-selected pools. We also underline that confidence is not a stable individual trait

(whereas, say, IQ is): an individual may well be confident in one game but not in another.

Our second question referred to the consequences of self-selection on the strategies chosen.

We find that strategies under self-selection are closer to the Nash equilibrium, suggesting

a more-rational subject pool. For instance, under self-selection the fraction of players who

play Nash rises from 37% to 54% (i.e. is 45% higher) in the first game we consider here,

and from 13% to 22% (+69%) in the second. As such, we conclude that the deviations from

equilibrium predictions that are commonly found in the lab may well be less dramatic in

the field. This rise in rationality is mostly due to composition. The players who self-select

only marginally revise their strategies when they play against selected players as opposed

to the whole subject pool. The substantial change in strategies under self-selection rather

reflects the filtering out a substantial fraction of individuals who play “poor” strategies (i.e.

dominated strategies, or strategies leading to low payoffs).

Our contribution to the debate over the external validity of empirical economics is to take

into account the fact that self-selection is ubiquitous in the field, and to show its inclusion

in the lab has a profound impact on the gap between theoretical predictions and observed

behavior. Previous work has shown that subjects who gain market experience are much less

likely to deviate from the predictions of standard theory (List (2003) and List (2004)). We

here show that even without any learning from market experience, there are forces at work

in the field that narrow any departures from rational behavior.

The remainder of the paper is organized as follows. Section 2 describes the experimental

design, and Section 3 then analyzes the results. Last, Section 4 concludes.

2. Experimental Design

Our experiment uses two well-known non-cooperative games: the undercutting and

beauty-contest games (see below for details). In each game, after some understanding tests,

subjects go through the following three stages. No feedback is given between stages, nor

between games.

• Stage 1: Playing with all the subjects in the room.

• Stage 2: Choosing between a sure payoff and that earned in Stage 1.

• Stage 3: Choosing between playing the game again (against those who decide to enter)

and receiving a sure payoff
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After playing all stages of the undercutting and beauty-contest games, two measures of

risk-aversion and three measures of confidence are elicited.

A randomly-selected task is chosen for the payment. If a game is selected, the payoff is

the average payoff against the strategies of all of the opponents in the group (i.e. the whole

group in Stage 1, and the self-selected group in Stage 3). Those who chose the sure payoff

receive the indicated amount if the corresponding task is selected. If one of the risk-aversion

tasks is selected, the corresponding lottery is played.

The experiment was programmed using Z-Tree (Fischbacher (2007)).

2.1. Undercutting Game

Subjects are first asked to play the Undercutting Game shown in Figure 1; this is a

symmetric normal-form game in which players have to ”undercut” their opponent. The sure

payoff in Stages 2 and 3 of this game is 15.

1 2 3 4 5 6 7

1
16 5 15 15 15 15 15

16 25 15 15 15 15 4

2
25 15 5 15 15 15 15

5 15 25 15 15 15 15

3
15 25 15 5 15 15 15

15 5 15 25 15 15 15

4
15 15 25 15 5 5 5

15 15 5 15 25 25 25

5
15 15 15 25 15 15 15

15 15 15 5 15 15 15

6
15 15 15 25 15 15 15

15 15 15 5 15 15 15

7
4 15 15 25 15 15 4

15 15 15 5 15 15 4

Player 1 chooses a row and Player 2 a column.The bottom-left (respectively top-right) figure in
the box corresponds to Player 1’s (Player 2’s) payoff. The payoffs are expressed in points.

Figure 1: Undercutting Game

The undercutting game possesses a unique Nash equilibrium: (1,1).
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2.2. Beauty-Contest Game

Here subjects are asked to choose a whole number between 1 and 100. Their objective

is to come as close as possible to the target of two-thirds of the average of all the numbers

chosen by the other players. This avoids multiple equilibria (as both 0 and 1 are Nash

equilibria when the set of available strategies is restricted to integers only). This game has a

unique Nash equilibrium where all players choose 1. As compared to standard beauty-contest

games, we here simplify the task by excluding the subject’s own choice from the calculation

of the mean. The payoffs are calculated using the following formula, which states that the

payoff is proportional to the distance to the target:

Π(xi) = 20− 1

2
∗ |xi −

2

3(n− 1)

∑
j 6=i

xj | (1)

The sure payoffs in Stages 2 and 3 for the beauty-contest game is 10. Sure payoffs are

not the same in both games as we calibrate them to be close to the empirical mean payoff

in these games.

2.3. Risk-aversion

Players take the two risk-aversion elicitation tests introduced by Gneezy and Potters

(1997) (GP) and Holt and Laury (2002) (HL)3. In the former they have to decide how much

of a 10-token endowment they wish to invest in a risky asset. In the latter, they make a

series of binary choices between lotteries. All subjects first take HL and then GP. These

produce two measures of risk-aversion.

2.4. Confidence elicitation

At the end of the experiment, players state their feelings about the three tasks they

carried out during the experiment: the first stages of the undercutting and beauty-contest

games and the HL task. They are asked: ”When thinking about what to do in this task, you

had:”. The answers are on a 0 to 10 scale, with 0 meaning ”No idea of what to do” and 10

”A very clear idea of what to do”.
3We are aware that the uncertainty in games may more resemble ambiguous decisions (i.e. with unknown

probabilities) than risky decisions with known probabilities. However, elicited measures of ambiguity-aversion
are often noisy and inconsistent, even for subjects who are math-savvy. Furthermore, measures of risk- and
ambiguity-aversion are often positively correlated (see Trautmann (2015)). We therefore limit ourselves to
risk-aversion here.
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2.5. Subjects

The experiment was carried out at the Ecole Polytechnique, which is widely-recognized

as the top Engineering School in France. All subjects were students of the school, and so are

math savvy. The experiment lasted for about an hour. Four sessions were conducted with

a total of 97 subjects (sample descriptive statistics appear in Table 9 in Appendix B). The

average payoff was 16€.

3. Results

Figure 2 provides a first overview of the effect of self-selection. This has a substantial

effect: we can see, for example, that it changes the mean strategy chosen from 22 to 14 in

the beauty contest4 and from 2.6 to 2.0 in the undercutting game. The numbers at the foot

of each graph show that a substantial proportion of subjects prefer to opt out in Stage 3.

The average impact of self-selection masks different effects for different types of players.

We first look at the motivation for self-selection in the next subsection. We then explore

in more depth how strategies change with selection in a subsequent subsection. Last, we

consider individual heterogeneity in a more-speculative section.
4The figure of 22 is lower than that in comparable experiments, which typically produce average values

of between 30 and 40. One explanation is that our subject pool is notable in terms of cognitive ability (Ecole
Polytechnique students are strongly-selected on the basis of their ability in Math and Science.)
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Note: The blue bars show the fraction of active players who chose the given strategy. The number
of active players appears at the foot of each graph.

Figure 2: Differences in strategies under self-selection

3.1. Who self-selects?

We here consider three sources of individual heterogeneity: confidence, the payoff ob-

tained in the game without self-selection (which can be considered as a crude measure of

strategic sophistication) and risk attitudes (more precisely, we look at the two measures of

risk attitudes, as well as the combination of both measures5. The core of our analysis is

probit regressions that estimate how much of the variance in entry decisions is captured by

these three variables. We denote the entry decision of player k by yk, with yk = 1 if player
5Gillen et al. (2019) and Perez et al. (2019) show the existence of measurement error in risk-aversion

measures, and evaluate its consequences. Gillen et al. (2019) suggest to elicit two measures and to use one
as an instrument of the other measure. This IV strategy is of particular relevance when both measures
are sufficiently correlated. As it is not the case here, we created a risk-aversion indicator, which roughly
corresponds to the average of the two measures. Details appear in the Appendix.
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k self-selects and yk = 0 otherwise. For each probit regression, we calculate the fraction

of concordant pairs. We look at all pairs (i, j) with yi = 1 and yj = 0, and declare them

concordant if the predicted entry probability for i is greater than that for j. The results are

shown at the foot of each column.

Table 1: Self-Selection: Undercutting Game

(1) (2) (3) (4) (5) (6) (7)

Confidence 0.074*** 0.077*** 0.073***
(0.0060) (0.0066) (0.0085)

Risk-GP -0.021
(0.013)

Risk-HL 0.030
(0.025)

Risk-Comb. -0.018 -0.056 -0.053
(0.053) (0.048) (0.047)

Payoff 0.050* 0.016
(0.027) (0.037)

N 97 97 97 97 97 97 97

Concordant Pairs 70.2% 56.0% 53.8% 51.3% 57.4% 71.3% 71.3%

The figures here are the average marginal effects and robust standard errors (in parentheses) are
clustered at the session level. * p<0.1, ** p<0.05, *** p<0.01.

Table 2: Self-Selection: Beauty Contest

(1) (2) (3) (4) (5) (6) (7)

Confidence 0.032 0.023 0.011
(0.022) (0.019) (0.021)

Risk-GP -0.041***
(0.0073)

Risk-HL -0.036
(0.031)

Risk-Comb. -0.17*** -0.16*** -0.10*
(0.038) (0.042) (0.054)

Payoff 0.024*** 0.018***
(0.0020) (0.0037)

N 97 97 97 97 97 97 97

Concordant Pairs 58.2% 71.2% 63.7% 70.4% 74.3% 70.1% 78.3%

The figures here are the average marginal effects and robust standard errors (in parentheses) are
clustered at the session level. * p<0.1, ** p<0.05, *** p<0.01.
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The probit estimates in Tables 1 and 2 suggest that self-selecting players were already

different in Stage 1 from those who do no select. Our three variables of interest account

for a substantial part of the decision to self-select into games. In the undercutting game,

71% of the pairs are concordant (this figure would be 50% were the entry decisions to be

randomly-chosen, and 100% if the model were perfect) and in the beauty-contest game this

figure is 78%. It is notable that the respective contributions of confidence and risk attitude

vary between games. Confidence is the main driver of self-selection in the undercutting game,

while risk attitude is more important in the beauty contest. Table 3 shows the correlations

between the explanatory variables in Tables 1 and 2, and underlines that confidence and

risk attitudes seem to capture different dimensions of individual behavior, as they are not

correlated with each other. The fact that there remains some part of self-selection that is

not explained in our analyses above should be considered bearing in mind that a sub-group

of subjects (in particular those with low confidence and high risk-aversion) may behave in

a rather erratic and unpredictable manner. We provide more evidence on this group in a

separate, and more speculative, section.

Table 3: Correlations among explanatory variables

Conf-UG Conf-BC Risk-GP Risk-HL Risk-Comb.

Conf-UG 1.00

Conf-BC 0.08 1.00

Risk-GP 0.09 -0.12 1.00

Risk-HL 0.14 -0.10 0.11 1.00

Risk-Comb. 0.16 -0.15 0.75*** 0.75*** 1.00
These are the correlation coefficients between the explanatory variables. The correla-
tions between Risk-Comb. and Risk-HL/RiskGP are mechanical, from the construc-
tion of the former.

Tables 4 and 5 compare the Stage-1 strategies of those who will subsequently self-select

(IN) and those who do not (OUT). In the undercutting game, 78% of those who self-select

chose one of the two best strategies that provide a clear payoff advantage in Stage 1, while

the corresponding figure for those who did not self-select in Stage 3 was only 50%. In the

Stage-1 beauty contest, those who subsequently self-select played 19.6 on average, with an

analogous figure for those who did not of 32.1.

The Appendix provides similar results from probit estimates of the choices in Stage 2

(see Tables 14 and 15).
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Table 4: Undercutting Game

Stage 1 Stage 3

Strategy Payoff All Out In Payoff All

1 16.20 37% 32% 41% 16.21 54%

2 13.65 8% 13% 5% 11.72 8%

3 16.46 23% 18% 27% 15.17 22%

4 13.44 22% 32% 17% 13.10 12%

5 12.71 6% 3% 8% 13.79 2%

6 12.71 2% 3% 2% 13.81† 0%

7 12.51† 0% 0% 0% 13.79 2%

Mean 15.14 2.59 2.68 2.53 15.15 2.05

No . subjects 97 97 38 59 59 59
† indicates a hypothetical payoff against all subjects in the experiment,
since that strategy was never chosen. ”In” refers to those who subsequently
self-select and ”Out” to those who do not.

Table 5: Beauty-Contest Game

Stage 1 Stage 3

All Out In All

Mean 22.46 32.09 19.64 16.49

Std Err 1.66 4.82 1.49 1.44

2/3 Mean 14.98 21.39 13.09 11.00

Payoff 13.23 8.52 14.61 14.91

Range [1,34.89] [1,30.87]

% in the range 81.44% 50% 90.67% 88%

No . subjects 97 22 75 75
The range indicates the set of strategies that provide a payoff greater
than 10. ”In” refers to those who subsequently self-select and ”Out” to
those who do not.

3.2. How do strategies differ under self-selection?

We list below six characteristics of the distribution of self-selected strategies, as compared

to the non-selected.
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1. The strategies differ substantially under self-selection. There is a clear and

significant difference at all conventional levels between the distribution of strategies

with and without self-selection, as revealed by a Mann-Whitney test.

2. Entry is on average profitable. Our design allows us to compare strategies with and

without self-selection. For players who choose to enter, we can compute actual payoffs

under self-selection and compare these to the sure payoff offered as an alternative.

Entry was profitable for 88% of players in the beauty contest and 76% in the under-

cutting game. We also note that the average payoff of those who did not self-select

(calculated in Stage 1) is substantially lower. The average Stage-1 payoff in the beauty

contest for those who subsequently self-select is 14.6 versus 8.5 for those who do not

(with analogous figures of 15.3 vs. 14.9 in the undercutting game). In line with the

existing literature, we thus find that the decisions to self-select are rational on average.

3. The fraction of individuals playing Nash increases There is a unique Nash equi-

librium in the Undercutting game, which is both players playing 1. The corresponding

fraction of players who do so rose from 37% to 54% (i.e. +45%). In the beauty contest,

the unique Nash equilibrium is all players choosing 1. This was initially chosen by 13%

of subjects, which figure increased to 22% (+69%) with self-selection.

4. There are fewer ”poor” strategies (i.e. either dominated or with low payoffs). In

the undercutting game the proportion of dominated strategies (which are strategies 5,

6 and 7) fell from 8% to 4%. In the beauty contest, strategies over 66 are dominated.

However, there are too few of these to make any meaningful comparisons. We can

however compare the fraction of strategies of over 33, which correspond to level-0

players in the level-k model. About 17% of chosen strategies were strictly above 33

without self-selection, but only 6.5% with self-selection.

5. Strategic sophistication is greater. One common way of measuring strategic so-

phistication is to classify strategies as being at a particular level based on level-k models.

We apply a charity principle, which assumes that selected strategies are assigned to

the highest possible level. For instance if a level-3 strategy is chosen at random, it will

be counted as level-3 (and not as level-0, as it should be). In the undercutting game,

dominated strategies are considered as level-0, 4 corresponds to level-1, 3 to level-2, 2

to level-3 and 1 is Nash. Average strategic sophistication is higher under self-selection,

with a first-order stochastic dominance of the distribution across levels. The same holds
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in the beauty contest: strategic sophistication rises under self-selection. There are sev-

eral possible ways of assigning levels to players in the beauty contest. We here classify

strategies over 34 as level-0, strategies in the range 32-34 as level-1, level-2 corresponds

to any strategy between 21 and 31, and so on with each level-k best-responding to

a group of players of level-k − 1 and lower. Alternative classifications produce very

similar results.

6. Players do not adapt much to changes in the subject pool resulting from

self-selection If players anticipate that self-selection will produce a more-strategic

subject pool, they should change their strategies. However, the strategies chosen do

not differ much under self-selection. Players seem to underestimate the change in the

subject pool: the second time they play, they will face more-strategic players and

should choose more-sophisticated strategies, but do not do so. On average, those who

entered neither learn6 nor adapt much to self-selection, as can seen in Tables 4 and 5

and Figure 3. In particular, Figure 3, shows that the distribution of strategies used in

the beauty contest with self-selection (the green curve) is very similar to that in the

first stage from the same players without self-selection (the blue curve). The red curve

shows the strategies used by players who subsequently decided not to self-select. The

same pattern holds in the undercutting game, but to a somewhat lesser extent.

We can summarize the six characteristics listed above by thinking of self-selection as a

filter. The observed distribution of strategies changes as particular types of players (e.g. the

most strategic) are selected; however, these self-selected players do not subsequently much

adapt their strategies to the new subject pool.
6Even without feedback and self-selection, it has been shown that some kind of learning may nonetheless

take place (see Weber et al. (2003) for evidence from repeated beauty-contest games without feedback).
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Figure 3: The Cumulative Distribution of Strategies in the Beauty Contest

As self-selection does not necessarily affect all players in the same way, we below inves-

tigate further how certain behavioral types are affected.

3.3. Individual heterogeneity in strategic sophistication

Players in one-shot games may differ in the way in which they form a model of other

players’ behavior. In their pioneering work, Stahl and Wilson (1994) and Stahl and Wilson

(1995) suggest five (boundedly-rational) types, distinguished by their models of other players

and their ability to identify optimal choices given their priors. These types are described

ex ante, with ex post econometric analysis to identify the proportion of each type that fits

the data best. We here, in contrast, adopt a more agnostic ”model-free” approach. We use

two individual characteristics, namely confidence and risk-aversion, to classify players into

four categories. This classification does NOT then rely on observed strategies. We then ask

to what extent this classification captures the inter-individual heterogeneity in our variables

of interest: the strategies used, the payoffs, the likelihood of self-selection etc. In short,

we try to establish whether there is individual heterogeneity, rather than assuming that it

exists (as in level-k models) or that it arises for reasons that cannot be observed (as in

Quantal-Response models).

14



For each game, we split players according to their feelings of confidence. We create two

groups, using a median split into the top and bottom half of the distribution, and call the

former ”clear-minded” and the latter ”confused”. As confidence is measured separately for

each game, these two groups are not necessarily the same across games. In the undercutting

game, there are 58 ”clear-minded” individuals out of 97, while the corresponding figure is

40 in the beauty-contest game. We also split our sample according to risk attitudes, using

the combined figure from the Gneezy-Potters and Holt-Laury measures. We use the same

measure of risk attitudes for both games, so the number of players in each risk group is

constant across games: 49 are ”More risk-averse” and 48 ”Less risk-averse”.

We then establish the extent to which the division into four categories captures the

heterogeneity in five player behaviors. The results for both games appear in Tables 6 and 7.

Table 6: Typologies in the Undercutting Game

Type A1 B1 C1 D1

Confidence Low High Low High MW Test

Risk-Aversion High High Low Low A1 vs. D1

Size 20 29 19 29

Av. Play Stage 1 2.95 2.59 2.84 2.17 0.083*

Av. Gain Stage 1 14.7 15.4 14.8 15.4 0.351

Self-selection 50.0% 69.0% 36.8% 75.9% 0.064*

Av. Play Stage 3 2.80 1.7 2.29 1.95 0.065*

Av. Gain Stage 3 14.4 14.9 15.3 15.7 0.021**
Notes. Columns 2 to 5 correspond to the different categories. The last column shows
the Mann-Whitney tests for the value in the first column (Low confidence & High
risk-aversion) being equal to that in the last column (High confidence & Low risk-
aversion).
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Table 7: Typologies in the Beauty-Contest Game

Type A2 B2 C2 D2

Confidence Low High Low High MW Test

Risk-Aversion High High Low Low A2 vs. D2

Size 29 20 28 20

Av. Play Stage 1 33.4 15.5 20.4 16.5 0.001***

Av. Gain Stage 1 9.6 14.6 20.4 14.5 0.009***

Self-selection 65.5% 65.0% 85.7% 85.0% 0.016**

Av. Play Stage 3 24.4 13.9 15.4 11.7 0.006***

Av. Gain Stage 3 12.3 16.4 15.7 15.4 0.201
Notes. Columns 2 to 5 correspond to the different categories. The last column shows
the Mann-Whitney tests for the value in the first column (Confused & High risk-
aversion) being equal to that in the last column (Clear-minded & Low risk-aversion).

We look for individual heterogeneity by comparing the two extreme cases: the confused &

risk-averse vs. the clear-minded & less risk-averse. Bearing in mind that this is an exogenous

classification, the differences almost all turn out to be significant.

We find fundamental differences in the way in which individuals cope with strategic

uncertainty, even in a very-homogeneous subject pool. The fact that previous work found

only a small effect of some individual characteristics (like IQ) probably reflects the game-

specific nature of confidence, which raises intriguing questions about the stability of player

types across games (a question that we address at the end of this subsection).

There is a limit however to the ”model-free” approach, as our work here does not fully

explain in which respects subjects differ. Even the effect of risk-aversion, which is a well-

defined notion in economic theory, is not straightforward (for instance, the analysis of its

effects requires assumptions about the beliefs players have regarding other’s risk-aversion, and

so on). The effect of confidence is even harder to assess, as it cannot be unequivocally linked

to notions in game theory (like the ability to best-respond or to form beliefs). We find that

confidence is not correlated with elicited risk-aversion, and we see from our understanding

tests that all subjects are able to best-respond correctly in matrix games. Confidence, by a

process of elimination, must then capture some aspects of belief formation.

On the stability of types

The question of whether individual traits regarding behavior in games are stable is a

rather open one. For example, IQ is typically found to increase strategic sophistication, but

with only small effect sizes. Georganas et al. (2015) explore in a systematic way whether
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types (as defined in level-l models) are stable across games, and find only little stability if

any. If confidence captures an important aspect of strategic behavior, its stability across

games for the same individual is of particular interest. As shown in Table 8, we actually

find no correlation in the measures of confidence between games.

Table 8: Correlations between Conf-UG and Conf-BC

Value p-value

Spearman ρ 0.164 0.109

Pearson r 0.082 0.427

Surprisingly enough, confidence is very much context-dependent, as if it were created

on the spot. We note that our subjects are at the very top of the distribution in terms of

Mathematical ability. We do not have a direct measure of cognitive skills for the subjects

in our experiment. However, using a different group of students at the same institution

(Ecole Polytechnique), we found that almost all completed the cognitive reflection test (CRT)

without error (the average across a group of about 100 subjects was 2.67, where 3 indicates

a perfect score), suggesting that confidence is not just a proxy for cognitive skills, but rather

captures a separate dimension.

4. Conclusion

Our main contribution here has been to show that self-selection has a profound impact

on strategic interactions by filtering out poor strategies, and thus narrowing the gap between

the predictions from standard game theory and observed experimental outcomes.

We identify two factors that lie behind self-selection: confidence and risk-aversion. Con-

fidence is new in the context of games, and appears to capture the feeling of being at ease

with the task to be performed. Confidence measures are a simple way to identify subjects

who are confused about the game, who are likely to be found in many experiments. Confused

subjects seem to be aware of their own weaknesses, and report low levels of confidence in

their decisions. Future research may usefully investigate how this notion of confidence can

be best expressed in terms of preferences and beliefs.

Self-selection is an important factor in establishing external validity, as it is ubiquitous

in the field7; we therefore introduce a self-selection stage in laboratory experiments. This
7For instance voters abstain from voting over issues about which they do not feel confident, a phenomenon
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is an important step towards meeting the ”SANS” conditions: the four “criteria to address

external validity” introduced by List (2020) (pp 42-43). In particular, self-selection allows

us to better satisfy the “Selection” and “Naturalness” conditions. The “Selection” condition

emphasizes the relevance of the subject pool by “providing details of whether the study group

is representative of the target population”. Adding a self-selection stage understandably

produces a subject pool that better resembles those who make decisions in the field. The

“Naturalness” condition tackles, among other things, the adequacy between the lab and field

settings. Self-selection allows for more realistic interactions between agents, as it is only the

self-selected who interact among each other.

To date, the main factor that has been emphasized regarding the external validity of

lab experiments is market experience (List and Millimet (2008)): students (the typical lab

subjects) have little market experience compared to professionals who are making decisions

in an environment that they know well. It is generally thought that experience suffices to

remove many of the departures from theoretical predictions. Experience improves rationality

in part by helping individuals learn from their mistakes that some strategies are better than

others. By definition, learning does not apply in the type of one-shot games that we consider

here. We have here shown that self-selection plays a similar role to learning, by filtering out

irrationality. Self-selection is an important force at work in the field that reduces deviations

from rational behavior.
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Appendix

Appendix A1: Instructions (displayed on the screen and available as a

printed copy for each subject

Introduction

Welcome to our experiment and thank you for participating!

Please read the instructions carefully.

The amount you will earn at the end of the experiment will depend on your decisions, the

decisions of the other participants and chance. In addition, you will receive a participation

fee of 7.5e. Your earnings will be paid individually and in cash immediately at the end of

the experiment; no other participant will know how much you earned.

All amounts in the experiment will be expressed in points. At the end of the experiment,

the points you earned will be converted into Euros using the following exchange rate:

2 points = 1e

The participation fee of 7.5e therefore corresponds to 15 points.

During this experiment, you will face nine tasks. In each task, you can either earn or lose

points. At the end of the experiment, one task will be randomly selected. You will be paid

according to the points you earned in that task. For instance, imagine that your number of

points for each task is as follows:

• Task 1: 8 points

• Task 2: 12 points

• Task 3: -4 points

• Task 4: 6 points

• Task 5: 18 points

• Task 6: -1 point

• Task 7: 4 points

• Task 8: 6 points

• Task 9: 20 points

In this example, if Task 4 is randomly selected, you would earn the participation fee (15

points) plus 6 points, that is 21 points (10.5e). If Task 6 is randomly selected, you will earn

15− 1 = 14 points (7e). You can see that it is very important that you do your best in each

and every task.

22



You will make your decisions by clicking on the appropriate buttons on the screen or

typing answers on the keyboard. All participants read the same instructions and are taking

part in this experiment for the first time, as you are.

Please note that hereafter any form of communication between participants is strictly

prohibited. If you violate this rule, you will be excluded from the experiment with no

payment. If you have any questions, please raise your hand. The experimenter will come to

you and answer your questions individually.

Instructions for Tasks 1 to 3

In the first three tasks your gains will depend on your decisions as well as those of other

participants.

In these three tasks you may face some games. For each task, the instructions will be

displayed on your screen at all times. Nonetheless, for you to fully understand how your

gains will be calculated, we set out here how the games are played and then ask you to take

a small understanding test.

Figure 4: Game Example 1

Game Example 1 above is an example of the games you will face. In this game, you

have to choose a row, corresponding to a number (in black) in the left column. Your

opponent (another player from the room) will choose a column, corresponding to a number
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(in blue). After you and your opponent have chosen your strategies, your points will be the

number in black (at the bottom left-hand corner) in the box at the intersection of the row

you have chosen and the column your opponent chooses. The points of your opponent are

colored in blue (in the top-right hand corner) in the same box.

For instance, in Game Example 1, if you choose 3 and your opponent chooses 4, you will

earn 53 points and your opponent will earn 12. If you choose 1 and your opponent chooses

2, you will earn -10 (lose 10 points) and your opponent will earn -34 (lose 34 points).

Important detail regarding the calculation of your payoff

In each game you play, your choice will be matched to each choice made by all of the other

participants in the experiment. Your earnings in points will then be the average earnings

you would receive from playing individually against all of the other participants.
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Appendix A2: Instruction Screen-shots

Figure 5: Trial 1

Figure 6: Trial 2

25



Figure 7: Task 1 (Undercutting Game: Stage 1)

Figure 8: Task 2 (Undercutting Game: Stage 2)
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Figure 9: Task 3 (Undercutting Game: Stage 2)

Figure 10: Task 3 (Undercutting Game: Stage 2)
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Figure 11: Instructions for Tasks 4-6

Figure 12: Task 4 (Beauty-Contest Game: Stage 1)
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Figure 13: Task 5 (Beauty-Contest Game: Stage 2)

Figure 14: Task 6 (Beauty-Contest Game: Stage 3)
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Figure 15: Task 6 (Beauty-Contest Game: Stage 3)

Figure 16: Task 7: Holt-Laury
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Figure 17: Task 7: Holt-Laury

Figure 18: Task 7: Holt-Laury
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Figure 19: Task 8: Gneezy-Potters

Figure 20: Task 8: Gneezy-Potters
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Figure 21: Task 9: Confidence

Figure 22: Demographics
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Figure 23: Payoffs
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Appendix B: Subjects

Table 9: Descriptive Statistics

Gender Age Background Participation Game theory

Number (%) Mean SD Scientific Other Yes (%) Yes (%)

Male 77 79 20.40 0.976 99 1 9 26

Female 20 21 20.45 1.276 100 0 4 5

All 97 100 20.41 1.038 99 1 8 22
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Appendix C: Descriptive Statistics for Each Task

4.1. Tasks 1 to 3: Undercutting Game

We here show, for each stage, the distribution of strategies and the corresponding payoffs.

We also show the distribution of Stage-1 strategies for two sub-groups: those who will self-

select in Stage 3 and those who will not. We can see a clear difference between the strategies

that the two groups use.

Table 10: Undercutting Game

Stage 1 Stage 3

Choices Stage 2 Choices Stage 3

Strategy Payoff All Out In Out In Payoff All

1 16.20 37% 28% 44% 32% 41% 16.21 54%

2 13.65 8% 13% 5% 13% 5% 11.72 8%

3 16.46 23% 20% 26% 18% 27% 15.17 22%

4 13.44 22% 25% 21% 32% 17% 13.10 12%

5 12.71 6% 10% 4% 3% 8% 13.79 2%

6 12.71 2% 5% 0% 3% 2% 13.81† 0%

7 12.51† 0% 0% 0% 0% 0% 13.79 2%

Mean 15.14 2.59 2.93 2.35 2.68 2.53 15.15 2.05

No . subjects 97 97 40 57 38 59 59 59
† indicates a hypothetical payoff against all subjects in the experiment since that strategy was never chosen.

4.2. Tasks 4 to 6: Beauty-Contest Game

We here provide some basic information on the distribution of strategies (means and

standard errors) in the beauty-contest game. We also list these figures according to whether

the subject subsequently self-selects in Stage 3. As for the undercutting game, we find a

difference between these two distributions.
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Table 11: Beauty-Contest Game

Stage 1 Stage 3

Choices Stage 2 Choices Stage 3

All Out In Out In All

Mean 22.46 30.16 19.79 32.09 19.64 16.49

Std Err 1.66 4.30 1.57 4.82 1.49 1.44

2/3 Mean 14.98 20.11 13.19 21.39 13.09 11.00

Payoff 13.23 9.63 14.47 8.52 14.61 14.91

Range [1,34.89] [1,30.87]

% in the range 81.44% 60.00% 88.89% 50% 90.67% 88%

No . subjects 97 25 72 22 75 75
The range indicates the set of strategies that provide a payoff larger than the proposed sure payoff (10).
% in range indicates the proportion of strategies that yield a payoff inside the range.

4.3. Tasks 7 to 8: Risk-Aversion Measures

Our protocol includes two measures of risk: Gneezy-Potter (GP henceforth) and Holt-

Laury (HL). The number of safe choices in the Gneezy-Potter task corresponds to the number

of tokens that are retained; in the HL task this corresponds to the number of safe choices

(i.e. the number of choices in the left-hand column, which yields a payoff of between 16 and

20, while this varies from 1 to 39 for choices in the right-hand column). Table 12 presents the

frequency of each choice in the two tasks. In the GP task 43.3% of subjects invest all of their

endowment, suggesting that they are either risk-neutral or risk-loving. On the contrary, the

HL task indicates that the subject pool is mostly on the risk-averse side (corresponding to

five or more safe choices). The large fraction of subjects choosing 4 can be interpreted as

expected-gain maximizers. This is consistent with the large fraction of subjects choosing to

invest all of their tokens in the Gneezy-Potter task.
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Table 12: Gneezy-Potters and HL summary

Tokens Kept Freq. Percent Safe Choices HL Freq. Percent
0 42 43.30 0 1 1.03
1 1 1.03 1 0 0.00
2 6 6.19 2 0 0.00
3 4 4.12 3 3 3.09
4 8 8.25 4 30 30.93
5 16 16.49 5 14 14.43
6 7 7.22 6 23 23.71
7 5 5.15 7 16 16.49
8 4 4.12 8 8 8.25
9 1 1.03 9 2 2.06
10 3 3.09 10 0 0.00

Total 97 100.0 Total 97 100.00

The two risk measures are poorly-correlated, suggesting large within-subject variations.

To limit the impact of these differences, and following Gillen et al. (2019), we combine the

two measures. We re-scale them to have zero mean and a variance of 1, and calculate the

mean of the two re-scaled measures. The corresponding distribution appears in Figure 24.

0
.2

.4
.6

.8
1

D
en

si
ty

-1 0 1 2

Figure 24: The Constructed Risk-Aversion Indicator
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4.4. Task 9: Confidence Task

Table 13 indicates the distribution of confidence measures in each game. Confidence

seems to be heterogeneous across individuals. Few individuals use the lower end of the scale

with values of 0, 1, 2 and 3. About 75% report confidence at the top end of the scale, starting

at 7.

Table 13: Confidence Measure

Undercutting Game Beauty-Contest Game
Confidence Freq. Percent Freq. Percent

0 0 0.00 0 0.00
1 1 1.03 0 0.00
2 2 2.06 3 3.09
3 2 2.06 3 3.09
4 9 9.28 4 4.12
5 5 5.15 6 6.19
6 8 8.25 8 8.25
7 12 12.37 15 15.46
8 31 31.96 18 18.56
9 9 9.28 19 19.59
10 18 18.56 21 21.65

Total 97 100 97 100
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Appendix D: Probit Estimates for Stage 2

Table 14: Choosing past earnings over the sure payoff: Undercutting Game

(1) (2) (3) (4) (5) (6) (7)

Confidence 0.10*** 0.11*** 0.10***
(0.017) (0.016) (0.018)

Risk-GP 0.0040
(0.0080)

Risk-HL -0.045***
(0.016)

Risk-Comb. -0.055 -0.11*** -0.11***
(0.036) (0.039) (0.035)

Payoff 0.077** 0.029
(0.034) (0.032)

N 97 97 97 97 97 97 97

Concordant Pairs 76.6% 52.1% 60.2% 54.6% 61.2% 78.2% 79.2%

The figures here are the average marginal effects and robust standard errors (in parentheses) are
clustered at the session level. * p<0.1, ** p<0.05, *** p<0.01.

Table 15: Choosing past earnings over the sure payoff: Beauty Contest

(1) (2) (3) (4) (5) (6) (7)

Confidence 0.010 0.00055 -0.015
(0.0092) (0.0074) (0.014)

Risk-GP -0.024***
(0.0070)

Risk-HL -0.066*
(0.035)

Risk Comb -0.15*** -0.15*** -0.11***
(0.024) (0.026) (0.022)

Payoff 0.022*** 0.019***
(0.0043) (0.0048)

N 97 97 97 97 97 97 97

Concordant Pairs 52.9% 61.6% 66.1% 67.9% 70.0% 67.7% 73.8%

The figures here are the average marginal effects and robust standard errors (in parentheses) are
clustered at the session level. * p<0.1, ** p<0.05, *** p<0.01.
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