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1 Introduction

It is common to consider that international financial integration weakens the efficiency of banking regulation as national regulatory authorities are involved in a “race to the bottom”, leading them to relax their requirements compared to those which would be set if their economy were closed. The present paper goes beyond this view: we claim that what is involved is not so much a weakening of regulatory standards as the inability to efficiently regulate the risk-taking by banks when they are freely able to direct their investment flows worldwide.

The financial opening process under way since the mid-eighties has led many economists and policymakers to worry about the necessity to regulate the ever-increasing cross-country financial flows. In the aftermath of the worldwide banking crisis following the collapse of Lehman Brothers in 2008 many proposals to implement new regulatory tools have been made. In particular regulations in relation with the appropriate level of risk-taking activities of banks attract a lot of attention and debates. But a preliminary issue has first to be answered: are banking regulation institutions in capacity of efficiently regulating financial flows in a financially integrated economy? This requires that these public authorities do control a sufficiently large set of regulatory instruments. Is it so in a financially integrated economy?

Financial integration creates de facto competition between national regulatory jurisdictions. In this environment, a usual concern of policy-makers when imposing tougher regulatory standards than other countries is the revenue loss from the location of the financial activities out of their jurisdiction: the banks are able to locate their activity according to the most favorable regulations and regulatory arbitrage has to be taken into account when implementing (new) regulations. Focusing on liquidity regulation tools, we prove that the competition induced by regulatory arbitrage in a financially open economy invalidates the use of some instruments and consequently critically hampers the regulatory capacity of these authorities.

To make these points, this paper develops an original framework based on a mecha-
anism design approach to provide theoretical grounds for the feasibility of regulatory instruments. This approach is the dominant paradigm in regulatory economics as it grounds the constraints faced by regulators on firm microeconomic foundations. Our methodological contribution is to apply this paradigm on the issue of banking regulatory competition. Two set of constraints have to be considered: first, banks can have different levels of efficiency in managing their investment portfolio, and their efficiency is their private information with respect to the regulators. This is a traditional friction that puts regulators at an informational disadvantage. This informational gap that has to be taken into account when designing their regulations (formally, the regulatory contracts) leads to the imposition of information constraints. Second, the assumption of voluntary participation of banks to the economy leads to the imposition of participation constraints. These two set of constraints describe the set of allocations that the regulators can achieve despite their lack of information. On a general level, an allocation is an output that is reached and a distribution of the gains from trade. In our environment, an output is a chosen risk-related asset portfolio and the distribution of the gains from trade that comes from the repartition of the profits generated from risky investments. We show that the regulatory instruments used in an optimal regulatory allocation are twofold: a liquidity requirement that regulates the riskiness of banks' portfolio and a tax levied to control the overall profit of banks. Any alternative pair of instruments could be considered insofar as these instruments simultaneously affect the degree of the riskiness of banks' portfolio and regulate the overall profit of banks. An important property of the optimal regulatory contracts offered to banks is that they are efficiency-contingent. This result is consistent with the traditional regulatory literature on discriminatory regulatory schemes: banks with different efficiency levels in risk management are subject to regulatory contracts that allow more efficient banks to have a riskier portfolio.

A key tension on the implementation of regulatory contracts comes from regulatory arbitrage: a bank can choose between the contracts proposed by the regulators. In the sequel we refer to this choice as the location choice of a bank. The capacity of banks to choose their regulatory contracts captures the idea that the world economy is financially integrated and banks have the capacity to freely decide on financial flows. In real life it may be through the use of subsidiaries in foreign countries or different jurisdictions. A subsidiary is regulated according to its jurisdiction’s law. A bank may be legally attached to a country and its headquarters may be located in this country, but the possibility to

\footnote{See, e.g., Laffont and Tirole (1993), and Giammarino et al. (1993) for an early application of this framework to better understand solvency issues.}

\footnote{See Dewatripont and Tirole (1994), Laffont and Tirole (1993), and Freixas and Rochet (2008). See also Laffont and Martimort (2002) and Bolton and Dewatripont (2008) for contract theory references.}
open subsidiaries elsewhere and freely move funds for investment between the founding entity and its subsidiaries amounts to let banks choose among several regulatory options. This put regulators under competitive pressure: by making the terms of the regulatory contract more favorable to banks, a local authority may hope to attract more banks’ activities in its jurisdiction.\footnote{This incentive is present even when the regulators focus on consumers' welfare and do not take into account on the profits of banks in their objective: consumers benefit from having banks located in their jurisdiction. In the core of our analysis we derive our results under the assumption that regulators put some weight only on consumers' welfare. We show in Section 7 that our main results hold if regulators attached some weight to banks' profit on top of the welfare of consumers.}

Our main result shows that regulatory arbitrage leads to a simple pooling regulatory contract as the unique Nash equilibrium of the regulatory game. This implies that the internationalization of banks annihilates the capacity of national public authorities in charge of banks’ regulation to use the proper set of regulatory instruments.

The pooling regulatory contract has two important features. First, it treats all banks alike independently of their efficiency levels. Hence, our model predicts that banking regulation does not lead to sophisticated discrimination between the banks since all banks are going to be subject to the same rule. Second, within the set of allocations that are incentive compatible and satisfy participation constraints, the regulatory equilibrium pins down an allocation that is inefficient in term of risk-taking investment and where no redistribution of gains from investment occurs. Such equilibrium is obtained because one of the instruments that is in the set of regulatory tools cannot be sustained and used by the regulators in a Nash equilibrium when banks are mobile: no tax is levied on banks’ profits. Any attempts to use additional instruments to attract banks would be redundant and attracting the most efficient banks only is not a profitable deviation from the pooling contract.

Our main finding builds on the following intuition: banks are sensitive to after-tax profits and profits depend both on the tax level and the amount of risky investment allowed by the regulators. The possibility for banks to choose their location puts non-cooperating regulators in conflict. The national regulator views a decrease in the contractual tax level as an opportunity for increasing the residents' welfare: by diminishing the tax level levied on each bank in her jurisdiction, the regulator balances the loss of revenues per bank with an increase of the total amount of taxes collected by attracting many more banks to her jurisdiction. On the other hand she minds exposing her residents to too high levels of risk-taking by banks. Off equilibrium a small variation in the tax level is isolated from the liquidity regulation, which regulates the risk taking behavior of banks. However the logic of undercutting taxes leads to an aggressive underbidding
which eventually forces both regulators to drive down their taxes to zero. The important implication of this result is that the mobility of banks leads to the loss of one regulatory instrument. Left with solely liquidity requirement in their toolbox, the regulatory contracts offered by non-cooperating regulators can no longer discriminate between banks of different efficiency levels. In brief, in an incomplete information environment where banks can choose to locate their activities under the most favorable regulation, our main result implies that the regulatory non-cooperative equilibrium generates a unique liquidity requirement, defining the extent of risk being taken by banks, valid for all banks independently of their efficiency levels. Thus the banking regulation is inefficient insofar that it is unable to discriminate among diversely efficient banks.

Our result raises the issue of the benefits of integrating the regulatory design at a (hypothetical) supranational level. In our model, focusing on the mobility capacity of banks, we prove that such an integration restores the capacity to discriminate among banks. In other words, the transfer of the regulatory task to a supranational authority counts the capacity of banks to benefit from regulatory arbitrage. However, contrarily to the intuition, when we compare the regulatory outcome under integrated versus competing regulators, we prove that regulatory arbitrage does not necessarily lead to a race to the bottom in regulatory standards: the aggregate level of risks taken by banks can be higher under the optimal efficiency-specific regulatory contracts than under the pooling contract resulting from competing regulators.

In the core of our analysis, banks are granted monopoly power on resident depositors. An important aspect of financial integration is the improvement of services that consumers may enjoy from the increase of competition in the banking sector. To take this effect into account we extend our analysis to the case where banks compete for deposits instead of being granted monopoly power on resident depositors. Such competition forces banks to improve the terms of their deposit contracts so as to attract or retain customers. We show that our main result is qualitatively unchanged when competition for deposits is taken into account: we still obtain a pooling contract as the unique Nash equilibrium, for the same reason as stated above, the loss of a regulatory instrument (no taxes are raised in equilibrium). An interesting insight from this extension is that because households have a higher interest in the risky investment through the competition between banks, this reduces the effectiveness of taxation as a regulatory instrument even when we abstract from regulatory competition. Therefore it becomes more difficult to use taxation so as to screen banks according to their efficiency levels.

The rest of the paper is organized as follows. In the following section we present the
related literature. Section 3 introduces the two-country model. As a benchmark, Section 4 shows the characteristics of the optimal regulatory contracts in our environment. Section 5 gathers our main results when banks can choose their regulator; in particular it presents the Nash equilibrium regulatory contract and its characteristics. We contrast this case with the case of integrated regulation in Section 6. In Section 7 we clarify how alternative modeling choices would affect our results. In particular, we show how our results extend if we allow for more than two countries or a more general structure of shocks affecting the portfolio of banks, and if regulators attached some weight to banks’ profit on top of the welfare of consumers. We also show how imperfect mobility of banks and introducing many dimensions of heterogeneity between banks affect our results. We extend our model in Section 8 where we account for the possibility that financial integration increase banks’ competition for deposits. The last section contains concluding remarks. All the proofs are relegated to the Appendix.

2 Related literature

Our contribution builds a bridge between the literature on optimal regulation and the literature on regulatory arbitrage in the banking sector.\textsuperscript{8} The new regulatory economics literature has made important contributions to our understanding of optimal design of the regulatory contracts for firms without making \textit{ad hoc} restrictions on the regulatory scheme (see Laffont and Tirole (1993) for a review). These contracts give insights not only on the optimal set of instruments necessary to regulate firms but also on the design of optimal institutions. However, this literature has not considered the regulation of banks in an open economy where banks can decide where to locate their investments.\textsuperscript{9}

The theoretical foundations of financial regulation have been clarified by Allen and Gale (2004). They prove that such a public intervention is desirable when markets are incomplete, not solely because financial markets are incomplete. In this respect financial regulation is similar to any public intervention: it may be justified by the presence of some market failure.

White (1994) is an early attempt to address the issue of banking regulation in an internationally open environment: drawing a parallel with industrial economics, he claims that international cooperation among regulators may not be sustainable. Vives (2001)\textsuperscript{9}

\textsuperscript{8}Our methodology is related to the public finance literature that studies competitions over nonlinear income taxes, see \textit{e.g.} Morelli et al. (2012), Bierbrauer et al. (2013), Lehmann et al. (2014), and Bierbrauer and Boyer (2016).

\textsuperscript{9}Boyer and Ponce (2012) is an example of optimal banking regulation and supervision in a closed economy.
discusses the impact of European monetary integration on financial regulation in Europe. Dell’Ariccia and Marquez (2006)’s focus is similar to ours. They study a two-country economy where national authorities regulate the lending activity of banks under their control. Regulators may or may not cooperate in setting their regulatory instrument. Competition between banks comes from the fact that they can lend to borrowers in both countries. This is an alternative way to model the international mobility of banks. They find a race to the bottom as regulators choose lower requirements than the one that would be chosen by a centralized regulator. The critical difference with our own setting is that they assume that the regulator controls a unique instrument, capital requirement, as a buffer against project failure.

The absence of an optimal regulatory set-up aimed at solving an informational asymmetry between regulators and banks is also a feature of the study by Engineer et al. (2013). They investigate a regulatory competition between national regulators the object of which is deposit insurance. Here the international mobility in banking comes from the fact that depositors themselves are able to choose the bank where they deposit. They find a “race to the top” characteristics as national authorities aim at attracting more depositors by raising the deposit insurance ceiling, which amounts to a suboptimal equilibrium.

The Basel Committee on Banking remains committed to the principle of a level playing field in banking regulation in order to allow banks and financial institutions to be subject to the same regulatory setting and thus make competition between banks more open and efficient. Acharya (2003) proves that a level playing field can result in a regulatory race to the bottom but he does not consider an optimal regulatory set-up. Morrison and White (2009) uncover another trade-off related to this issue. They prove that the objective of a level playing field amounts to imposing the weakest standards, i.e. accepts the race to the bottom. It harms the countries with high quality regulators (with a high reputation) and benefits to banks in weaker economies by countering a “cherry-picking externality.” In their setting, the public authority is both a regulator, assigning banking licenses, and a supervisor, able to control the efficiency of banks. Banks offer incentive-compatible contracts to their clients, but not national regulators. When the banking sector is internationally open, banks compete for licences and thus for the efficiency of national authority. The obtention of a licence from one authority affects a

\[10\] This is reminiscent of the race to the bottom in international tax competition. See the recent survey by Keen and Konrad (2013). See, however, Hauer and Maier (2016) who find that regulatory competition in capital standards can lead to a race to the top when banks differ exogenously in the quality of their monitoring, and hence in the likelihood that their loans will succeed.

\[11\] See Morrison and White (2009) for references.
bank’s capacity to attract deposits (external financing) and thus its size: better regulated banks attract more deposits and are of a larger size. This is the “cherry-picking effect”. A level playing field makes banks equally attractive in any country and thus of the same size.

Finally, our framework shares some aspects with the one used to study competition between profit-maximizing firms that offer nonlinear price schedules like in competitive insurance markets.\textsuperscript{12} In particular, our main result showing that regulatory arbitrage leads to a simple pooling regulatory contract is reminiscent to the difficulty of sustaining a separating equilibrium in competitive insurance markets.\textsuperscript{13}

To sum up, the analysis of an international banking sector combining an optimal regulatory set-up aimed at solving informational asymmetries and competition between national regulators which do not cooperate has not yet been addressed. This paper represents a first step in that direction.

3 A two-country model

3.1 The environment

We consider a three-period economy with three types of agents: regulators, banks, and households. All agents have a discount factor equal to 1. For simplicity, we assume that there are two countries (jurisdictions), indexed by \( j = 1, 2 \). We show in Section 7 that our results also hold with more than two countries.

**Households.** In each country, there is a representative household living for three periods. She is endowed with \( D \) units of money in period 0. She consumes in periods 1 and 2 and thus wants to make intertemporal transfers. Her utility function is written as

\[
U (c_{j1}) + U (c_{j2}),
\]

where \( c_{ji} \) represents the consumption level in period \( i = 1, 2 \) of the representative household living in \( j = 1, 2 \). We assume that the utility function \( U(\cdot) \) is twice continuously differentiable with \( U'(\cdot) > 0 > U''(\cdot) \), and satisfies Inada conditions: \( U'(0) = +\infty \) and \( U'(\infty) = 0 \). She has no direct access to intertemporal transfer technology and thus

\textsuperscript{12}These papers belong to a larger literature on competing mechanisms; see Martimort (2006) for a survey.
\textsuperscript{13}See Attar et al. (2014) for an extensive discussion on cream-skimming issues.
uses a bank for this purpose: her bank deposit is $D$ and the bank offers her a contract specifying the available sum in period 1 and 2.

**Banks.** There is one representative bank in each country and consumers are assigned to its representative bank. Hence households have a passive role and there is no competition between banks for deposits. The gross interest rate on the deposits is normalized to 1.

Each bank has access to two financial assets: a safe and a risky one. The safe asset is available in any period without costs. This is a liquid asset and it can be thought as holding cash reserves. The risky asset has a maturity of two periods and thus is available only in period 0. After the investment decision has been made a (macro) shock occurs in the two countries such that with probability $1 - \rho$ all illiquid assets have to be liquidated − one can think of this shock as a global financial crisis. For a bank of type $\theta$, if this asset is not liquidated in period 1 it delivers a return of $\theta R$ in period 2 for 1 unit invested in period 0. If this asset is liquidated in period 1, this incurs a liquidation cost so that the return becomes $\theta \gamma$, with $0 < \theta \gamma < 1 < \theta R$. In this event, the proceeds of liquidation are given to the representative consumer.

The type $\theta$ represents the efficiency of a bank in managing its investment. A key informational friction is that this efficiency parameter is private information of the bank, i.e. observed by the bank but not by the regulators. For simplicity, we assume that all banks are characterized by the same $\theta$ in the economy. The random variable $\theta$ can have two levels $\underline{\theta}$ and $\overline{\theta}$, with associated probabilities $\nu$ and $1 - \nu$, respectively. The distribution of $\theta$ is common knowledge. We also define $\Delta \theta := \overline{\theta} - \underline{\theta} > 0$ as the efficiency difference between high- and low-efficiency banks.

---

14 Allowing households to store cash would not change our main results; see footnote 30 for a detailed discussion.

15 In Section 8 we relax this assumption and show that our main results are qualitatively the same when we allow banks to compete for deposits. In this case the interest rate is endogenized.

16 In Section 7, we show that our results remain valid if we assume that banks are affected by idiosyncratic failure shocks.

17 It is reasonable to assume that banks with different efficiency capacities also liquidate with different efficiency levels. Actually an identical liquidation capacity for all banks (formally, replacing $\gamma \theta$ by $\gamma$ in the relevant equations) would slightly simplify the resolution of the model without modifying our qualitative results.

18 Relaxing this assumption makes the presentation of the model more lengthy without changing our main results; see Section 7. We also do not allow the regulator to make use of the perfect correlation of types for the two banks; see the discussion in Section 6.

19 Allowing more efficiency levels does not bring interesting additional insights to our analysis. In particular our main results in Theorem 1 and Corollary 1 hold both when there is a continuum of types or when there are finitely many types.
If no risky investment is undertaken, the bank’s profit is normalized to zero: \( \Pi(\theta) = 0 \), for all \( \theta \). When the risky investments fails and the bank is liquidated, its profit is normalized to zero for any \( \theta \) as the regulatory authority seizes all existing assets. Hence, the expected profit of a bank of type \( \theta \) is given by

\[
\pi(\theta) = \rho d(\theta R - 1),
\]

(1)

where \( d \) denote the amount invested in the risky asset.

**Financial integration.** We define international financial integration as the free capacity to banks to choose the regulator under which they operate even though their depositors reside in a given country. This is equivalent to assuming that banks in a given country are free to set up subsidiaries in any country, taking advantage of the international mobility of financial flows.

Since a bank is not constrained on its location decision, this choice depends on the comparison of the expected profits under the offered regulatory contracts: a bank locates in the country where the most profitable regulatory contract is offered, i.e. the contract that leads to the highest expected profit given its efficiency level. Consequently the number of banks located in Country \( j \), which we denote by \( n_j \), is not fixed a priori but results from this comparison: \( n_j \in \{0, 1, 2\} \), \( \forall j \).

A bank has two decisions to make: (i) the choice of location, or equivalently of its regulator, and (ii) the choice of its portfolio allocation of \( D \) between liquid and illiquid assets. Both choices follow from the profit maximization of the bank. In particular, absent regulation, it follows from the assumption \( \theta R > 1 \) that the bank profit maximization leads to investing all deposits into the risky asset, i.e. \( d = D \).

### 3.2 Regulation

In each country a regulator or (local) public authority, denoted by \( P_j \), is in charge of the design of banking regulation. Each regulator is a mechanism designer (principal) that faces two sets of constraints. First, it must take into account its information disadvantage with respect to banks about their efficiency levels (information constraints). Second, it need to ensure banks are willing to operate in its jurisdiction (participation constraints).

These constraints in each country describe the set of allocations that a principal can achieve despite its lack of information. On a general level, an allocation is an output that is reached and a distribution of the gains from trade. In our environment, an output is a chosen risk-related asset portfolio and the distribution of the gains from trade that corresponds to the distribution of profits generated by portfolio decisions.
We now introduce the regulatory instruments that will prove to be necessary and sufficient for implementing optimal regulatory contracts. First, banks' portfolios are regulated by means of liquidity requirements, \( F_j \geq 0 \), such that the assets put at risk are \( d_j = D - F_j \). Second, taxes are levied on profits so as to control the rent of banks, \( T_j \geq 0 \). These instruments are more general that their labels may suggest. What is important is that there are instruments that affect the degree of the riskiness of banks' portfolio and regulate the overall profit of banks.

In the case of incomplete information and \( D > F_j \), we study direct revelation mechanisms in which a regulatory contract designed by the regulator in country \( j \) is a couple \( \{ F_j(\tilde{\theta}), T_j(\tilde{\theta}) \} \), where \( F_j(.) \) and \( T_j(.) \) denote respectively the share of liquid asset (portfolio) and the taxes on profits as functions of the report of the bank about its efficiency, \( \tilde{\theta} \), in Country \( j \).\(^{21}\)

We denote by \( E_j \) and \( F_j \) the shares of liquid asset imposed in Country \( j \) on a bank of efficiency \( \theta \) and \( \tilde{\theta} \) respectively, and by \( T_j \) and \( T_j \) the respective taxes levied on the bank with efficiency \( \theta \) and \( \tilde{\theta} \).

**Admissible regulatory contracts.** Our approach provides a rigorous foundation to the constraints that a regulator faces: privately held information gives rise to incentive compatibility constraints; the requirement of voluntary participation leads to the imposition of participation constraints.

The participation constraints ensure the break-even condition of the bank under the different regulatory schemes. Formally, for all \( j \), the profit of a bank \( \theta \in \{ \theta, \tilde{\theta} \} \) subject to the regulation in Country \( j \) is:

\[
\Pi_j(\theta) = \rho \left[ (D - F_j)(R\theta - 1) - T_j \right] \geq 0, \tag{2}
\]

\[
\Pi_j(\tilde{\theta}) = \rho \left[ (D - F_j)(R\tilde{\theta} - 1) - T_j \right] \geq 0. \tag{3}
\]

Second, as the efficiency of the bank is the bank's private information, the public authority is not able to assign the bank to a particular regulatory scheme. When designing banking regulation, it has to ensure that the bank chooses the regulatory scheme that is socially optimal for the bank's level of efficiency. This introduces some self-selection or incentive compatibility constraints to the problem of the regulator for all \( j \):

\[
\Pi_j(\theta, \tilde{\theta}) = \rho \left[ (D - F_j)(R\theta - 1) - T_j \right] \geq \Pi_j(\tilde{\theta}, \theta) = \rho \left[ (D - F_j)(R\tilde{\theta} - 1) - T_j \right], \tag{4}
\]

\(^{20}\)Ruling out the possibility of subsidies, i.e. \( T_j \) cannot be negative, is without loss of generality; see our discussion in the Proof of Theorem 1.

\(^{21}\)By the Revelation Principle, it is without loss of generality to restrict attention to direct revelation mechanisms in which banks tell the truth about their type, see Laffont and Martimort (2002).
\[ \Pi_j(\theta, \bar{\theta}) = \rho [(D - F_j)(R\theta - 1) - T_j] \geq \Pi_j(\bar{\theta}, \bar{\theta}) = \rho [(D - \bar{T}_j)(R\bar{\theta} - 1) - \bar{T}_j]. \] (5)

These constraints ensure that any bank prefers to truthfully report its efficiency rather than a different level of efficiency and accepts the regulations associated with that efficiency level.

**Regulatory arbitrage: location decision of banks.** Given the mobility of banks, each regulator competes with its counterpart. As said above, the location decision of banks depends on the comparison of profits under the different regulatory contracts offered by the regulators: a bank locates in the country in which it maximizes its expected profit. Formally, the number of banks choosing the contract offered in Country \( j \), denoted by \( n_j \), is given by the following rule: for a given \( \theta \),

\[
n_j = \begin{cases} 
2, & \text{if } \Pi_j(\theta) > \Pi_{-j}(\theta), \\
1, & \text{if } \Pi_j(\theta) = \Pi_{-j}(\theta), \\
0, & \text{if } \Pi_j(\theta) < \Pi_{-j}(\theta). 
\end{cases}
\] (6)

As follows from equation (6), one bank is located in each country when profits are equal across jurisdictions. In this case we assume without loss of generality that a bank operates in the country where it collects deposits. Our assumption of perfect mobility shows in the most transparent way how regulatory contracts are affected by competing regulators. We show the conditions under which our results carry through under imperfect mobility in Section 7.

**Welfare.** The regulator in Country \( j \) cares about the welfare of the representative household living in Country \( j \).\(^{22}\)

The proceeds of taxation \( T_j \) raised in country \( j \) are transferred to the representative household residing in this country. The amount of taxes collected depends both on the taxation scheme applied to banks by \( P_j \) and the number of banks contracting with it. Formally, \( T_j \) is equal to \( n_j T_j \), where \( n_j \) is determined by (6). This creates an incentive for \( P_j \) to attract banks.

If all regulators forbid investments in the risky asset, i.e. \( F_j(\theta) = D \) for all \( j \) and all \( \theta \), given the availability of the liquid asset at all period, and the desire of consumers to

\(^{22}\)We extend our model in Section 7 to include banks’ profit that are located in a jurisdiction in the welfare objective of regulator. The qualitative properties of our main results would not be affected when the regulator puts more weights on consumer’s surplus than on banks’ profit. This is a standard assumption in the regulatory literature, see Laffont and Tirole (1993).
smooth consumption, the initial endowment is divided in two and consumed equally in every period. Thus the welfare is given by

$$2 \cdot U \left( \frac{D}{2} \right).$$

If some risky investment is allowed under the contract of regulator $P_j$, i.e. $D > F_j$ for all $\theta$, its welfare depends on the location choice of banks and thus both on the contract terms they choose to apply to their customers and the number of banks located in $j$.

In the case of liquidation of a bank of type $\theta$, the regulator has access to the safe asset technology so as to make transfers from period 1 to period 2. The utility of the representative household, given the desire of consumers to smooth consumption, is then given by

$$2 \cdot U \left( F_j(\theta) + (D - F_j(\theta)) \gamma \theta \right).$$

When no liquidation occurs, if the bank with a customer based in Country $j$ chooses the regulatory contract in Country $-j$, the contractual terms benefit to the household in Country $j$. Formally, the representative household in Country $j$ receives $F_{-j}$ in the first period and $D - F_{-j}$ in the second period.

We now detail the expressions of the welfare function of the regulator in Country $j$ depending on the number of banks located in its jurisdiction.

If the comparison of profits is such that no bank locates in Country $j$, there will be no tax receipts in $j$ and the consumption level of households in $j$ is determined by the contract offered in Country $-j$. Thus the expected welfare of $P_j$ contracting with no bank in its jurisdiction is given by

$$W^0_j = \nu \left\{ \rho \left[ U(F_{-j}) + U(D - F_{-j}) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{F_{-j} + (D - F_{-j}) \gamma \theta}{2} \right) \right\}$$

$$+ (1 - \nu) \left\{ \rho \left[ U(T_{-j}) + U(D - T_{-j}) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{T_{-j} + (D - T_{-j}) \gamma \theta}{2} \right) \right\}. \quad (7)$$

If banks’ profits are equal, then banks locate in their initial jurisdiction and there is one bank in Country $j$, applying the contract offered by $P_j$. Thus the expected welfare of $P_j$ is given by

$$W^1_j = \nu \left\{ \rho \left[ U(F_j) + U(D - F_j + T_j) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{F_j + (D - F_j) \gamma \theta}{2} \right) \right\}$$

$$+ (1 - \nu) \left\{ \rho \left[ U(T_j) + U(D - T_j + F_j) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{T_j + (D - T_j) \gamma \theta}{2} \right) \right\}. \quad (8)$$

$^{23}$In our environment the regulator will always allow some investment to be undertaken as soon as the risky assets are sufficiently profitable, i.e. the net present value (NPV) is sufficiently high.
Finally, if the comparison of profits is such that all banks locate in $j$ and thus apply the contract offered by $P_j$, the expected welfare of $P_j$ is given by:

$$W^2_j = \nu \left\{ \rho \left[ U(F_j) + U(D - F_j + 2T_j) \right] + (1 - \rho) \cdot 2 \cdot U\left( \frac{F_j + (D - F_j)\gamma \theta}{2} \right) \right\} + (1 - \nu) \left\{ \rho \left[ U(F_j) + U(D - F_j + 2T_j) \right] + (1 - \rho) \cdot 2 \cdot U\left( \frac{T_j + (D - T_j)\gamma \bar{\theta}}{2} \right) \right\}. \tag{9}$$

These expressions make clear that the sole cross-border spillover in the economy is due to the regulatory arbitrage by banks, linked to the competition between regulators and their non-cooperative behavior.

Why do we need to regulate banks’ activities? In our environment, banks do not internalize the consequences of their risk-taking activities on consumer’s welfare. Because it is liquidated in case of failure at no cost for the banker, a profit-maximizing bank always decides on a riskier portfolio than what would be socially optimal from consumers’ perspective. Therefore the consumption-smoothing motive embodied in the welfare function of a regulator requires that a share of deposits is kept in the liquid asset, whereas banks invest all deposits in the risky asset if they are no forced by regulators to hold some liquid asset. In other words, in the absence of regulation, the output reached would not be efficient from a welfare perspective.

The regulatory game. All decisions by the regulators and the banks are made in period 0. The timing of these decisions is as follows:

(i) Households are allocated to their country’s representative bank. Each bank learns its own type $\theta$. The distribution of types is common knowledge across agents.

(ii) The local regulators offer non-cooperatively and simultaneously their regulatory contracts, i.e., a set of regulations to banks which may be contingent on its efficiency. Banks decide whether or not to agree to participate. If both banks reject the type-dependent contracts, the contract $D = F_j$, for all $j$, is implemented.

(iii) Banks report about their efficiency level to the public authority they choose. The regulatory contracts are implemented accordingly.

A strategy of $P_j$, with $j = 1, 2$, is a vector $(F_j, T_j, E_j, L_j)$ belonging to the set of admissible contracts. A Nash equilibrium of the regulatory game is a vector

$$(F_1, T_1, E_1, L_1, F_2, T_2, E_2, L_2, n_1, n_2)$$
such that for all $j = 1, 2$, $(\mathcal{F}_j, \mathcal{T}_j, \mathcal{E}_j, \mathcal{T}_j)$ in the set of admissible contracts are mutually optimal replies.

### 4 Optimal regulation without competing regulators

As a benchmark we first detail the optimal regulatory contract designed by a national public authority regulating the national bank in the absence of regulatory arbitrage. More simply, we assume a closed economy in which the regulator faces a (representative) bank.

The problem of the regulator $j$ in this case is to maximize $W^j_1$ given by (8), with respect to $(\mathcal{F}_j, \mathcal{F}_j, \mathcal{T}_j, \mathcal{T}_j)$ subject to (2), (3), (4), (5).

We denote with a superscript $S$ the optimal regulatory contract in this configuration and we drop the subscript $j$ since we consider a single country.

**Proposition 1** The regulatory contract offered when a regulator does not compete for attracting banks to its jurisdiction is such that

(i) the less efficient bank is subject to more stringent liquidity requirement than the efficient one: $\mathcal{F}^S > \mathcal{F}^S$ where

$$\rho U'\left(\mathcal{F}^S\right) + (1 - \rho)(1 - \gamma \theta)U'\left(\frac{\mathcal{F}^S + (D - \mathcal{F}^S)\gamma \theta}{2}\right) = \rho R\theta U'\left(D - \mathcal{F}^S + \mathcal{T}^S\right) - \frac{1 - \nu}{\nu} \rho R\left(\bar{\theta} - \theta\right) U'\left(D - \mathcal{F}^S + \mathcal{T}^S\right),$$

and

$$\rho U'\left(\mathcal{T}^S\right) + (1 - \rho)(1 - \gamma \theta)U'\left(\frac{\mathcal{F}^S + (D - \mathcal{F}^S)\gamma \theta}{2}\right) = \rho R\theta U'\left(D - \mathcal{F}^S + \mathcal{T}^S\right);$$

(ii) the less efficient bank is subject to a lower but positive tax level than the efficient one: $0 < \mathcal{T}^S < \mathcal{T}^S$ where

$$\mathcal{T}^S = (D - \mathcal{F}^S)(R\bar{\theta} - 1),$$

and

$$\mathcal{T}^S = (D - \mathcal{F}^S)(R\bar{\theta} - 1) - R(\bar{\theta} - \theta)(D - \mathcal{F}^S);$$

(iii) the efficient bank expects positive profit, i.e. $\Pi^S > 0$, whereas the less efficient one expects no profit: $\Pi^S = 0$. 

---

24In Appendix C we also provide the complete information optimal regulatory contract in the absence of arbitrage.
The optimal banking regulation described in Proposition 1 exhibits the control of both the riskiness of the bank's portfolio and the profit generated from its investment decision. More specifically, an efficient bank is allowed to take more risk than an inefficient one, and is more taxed. The levels of liquidity for each type of banks are implicitly pinned down by equations (10) and (11). The left-hand side of these equations gives the expected marginal benefit of increasing the liquidity for first-period consumption and for second-period consumption in case of failure of the risky investment. The right-hand side describes the expected marginal cost associated to the liquidity requirement when the state of nature is favorable. Notice that the last term on the right-hand side of equation (10) represents a decrease in the expected marginal cost associated to the liquidity requirement when the bank is inefficient. This term comes from the informational friction between the bank and the regulator: by increasing the liquidity requirement of the most inefficient bank the regulator decreases the informational rent left to the efficient bank to encourage self-selection into the regulatory scheme designed for its risk-taking behavior. Yet an efficient bank's profit is strictly positive.

The optimal regulatory contract is an efficiency-contingent contract: banks of different types adopt different regulations. This separation result is consistent with the traditional regulatory literature on discriminatory regulatory schemes: the difference in efficiency levels is reflected in the regulatory contract by allowing a more efficient bank to choose a riskier portfolio.

It is important to notice that the liquidity requirement and the tax level that the bank faces are interdependent: the two regulatory instruments are calibrated to allow discrimination based on the efficiency of the bank and together form a contract included in the set of admissible regulatory contracts. In particular, taxation is used both to give to the consumer a share of the profits generated by the investments and adjust banks’ profits consistently with a separating contract. We show in the following that the possibility of such a fine-tuned regulation is drastically affected when regulators are put in competition.

5 Banking regulation in a financially integrated economy

We now return to the two-country economy where banks are free to choose their regulatory contracts according to which they operate. The integration of financial markets compels regulators to consider the location decisions of banks.

The following theorem states our main result. We provide a complete equilibrium characterization in Corollary 1 below. Its existence is shown in Appendix B.
Theorem 1 Under financial integration the unique Nash Equilibrium of the regulatory game is a simple pooling contract where all banks are subject to the same liquidity regulation independently of their efficiency levels and pay no taxes on profits.

Theorem 1 shows that opening the possibility for banks to choose their regulators leads to a simple regulatory contract identical in both countries. This contract has two important features. First, it treats all banks alike independently of their efficiency levels. Hence our model predicts that banking regulation does not imply sophisticated discrimination between banks since they are subject to the same rule. Second, within the set of allocations that are incentive-compatible and satisfy participation constraints, the regulatory equilibrium pins down an allocation that is inefficient in term of risk-taking investment and where no redistribution of gains from investment occurs. Such equilibrium is obtained because one of the instruments in the set of regulatory tools cannot be activated and used by the regulators in a Nash equilibrium when there is regulatory arbitrage: no taxes are levied on banks’ profits. That is, the mobility of banks leads to the loss of one regulatory instrument (taxes) in both countries. A regulator with only one instrument left (liquidity requirement) cannot calibrate it so as to allow discrimination of banks based on their efficiency levels. In an incomplete information environment where banks choose to locate their activities under the most favorable regulation, Theorem 1 states that the regulatory equilibrium generates a unique liquidity requirement, defining the extent of risk being taken by banks, valid for all banks independently of their efficiency levels. Thus banking regulation is inefficient under financial integration insofar as it is unable to discriminate among diversely efficient banks.

The complete characterization of the Nash Equilibrium contract is gathered in the following corollary and denoted with a superscript $N$.

Corollary 1 The unique Nash Equilibrium of the regulatory game

$$\left( F_1^N, T_1^N, E_1^N, T_2^N, F_2^N, T_2^N, F_1^N, T_2^N, n_1^N, n_2^N \right)$$

when regulators compete for attracting banks to their jurisdiction is such that

(i) the taxes are null for all types of banks in the two countries: $T_j^N := T_j^N = T_j^N = 0$, for all $j$;

(ii) both the inefficient and the efficient bank faces the same liquidity regulation $F_j^N := F_j^N = E_j^N$, for all $j$, defined by

$$\rho U' \left( F_j^N \right) + \left( 1 - \rho \right) \left\{ \nu (1 - \gamma \theta) U' \left( \frac{F_j^N + (D - F_j^N) \gamma \theta}{2} \right) \right\}$$
\[(1 - \nu) \left(1 - \gamma \theta\right) U' \left(\frac{F^N + (D - F^N)\gamma \theta}{2}\right) = \rho U'(D - F^N); \quad (14)\]

(iii) each country has one bank: \(n^N := n_1^N = n_2^N = 1;\)

(iv) all types of banks expect positive profits: \(\Pi_j^N > 0, \quad \text{for all } j.\)

The intuition for the proof is the following: banks are sensitive to after-tax profits and profits depend both on the tax level and the amount of risky investment allowed by the regulators. The possibility for banks to choose their location generates a conflict between non-cooperating national regulators. In each country, the regulator wants to restrain the impulse of banks to make too risky investments as it would negatively affect the welfare of its residents. Yet it views the coming of a bank in its jurisdiction as an enlargement of its taxation base leading to an increase in the residents’ welfare. By slightly diminishing the level of taxes, the regulator expects to compensate the loss of revenues per bank by attracting more banks so as to obtain an increase in the total amount of taxes received and transferred to its residents. However the logic of undercutting taxes leads to an aggressive underbidding à la Bertrand which forces both regulators to drive down all taxes to zero.

As far as the liquidity regulation in the equilibrium is concerned, there is a unique level of liquidity for banks irrespective of their type. This unique and inefficient liquidity requirement for both types of banks results from the loss of the tax instrument. When taxes are null both incentive compatibility constraints (4) and (5) are binding, and the only liquidity regulation satisfying both of them is the pooling one defined in equation (14). In other words, the Nash equilibrium of this game is a simple pooling equilibrium. Regulators are unable to overcome (at least partially) their information disadvantage and differentiate the banks in presence of regulatory arbitrage.

Finally, the most efficient bank is more profitable than the less efficient one, and for both types of banks profits obtained under the pooling equilibrium are strictly positive. As we discuss below, this last result has important implications for the possible resistance of the banking industry to regulatory changes.

6 The benefits of integrating regulation

Given the failure of regulation in a financially open economy when regulation is left to separated national regulators, we turn to the issue of affecting the regulation task to a single authority in charge of regulating all banks. We label this authority the “integrated
regulator. In practice it can be thought either as a supra-national regulator or cooperative regulation between several agencies. We first show what are the regulatory contracts in our economy if banks are subject to an integrated regulator. We then compare the regulatory contracts obtained under either competing or integrated regulators.

**Integrated regulator.** An integrated regulator cares about all residents in the two countries and weighs welfare equally. We characterize the optimal regulatory contracts offered by the integrated regulator. The symmetry of the economy implies that there is no reason to offer different contracts in the two countries. Hence the location rule implies that there is one bank in each country. Thus the welfare is the same in both countries and the problem of the integrated authority under incomplete information is to maximize $W_1^1 + W_2^1$, with $W_j^1$ given by (8), with respect to $(F_j, F_j', T_j, T_j')$ subject to (2), (3), (4), (5).

We do not allow the regulator to make use of the perfect correlation of types for the two banks, i.e. “yardstick competition” is not possible.\(^2^5\) Allowing regulator to use this correlation would give to the integrated regulator an informational advantage with respect to the competing ones which would bias our comparison in Proposition 3. In the proposition below we drop the subscript \(j\) since the two countries are symmetric.

**Proposition 2** Under integrated regulation, the regulatory contract offered is such that

(i) the less efficient bank faces a lower but positive tax level than the efficient one: \(0 < T^S < T^S\) where \(T^S\) and \(T^S\) are defined by (12) and (13) respectively;

(ii) the less efficient bank faces more stringent liquidity requirement than the efficient one: \(F^S > F^S\), where \(F^S\) and \(F^S\) are defined by (10) and (11) respectively;

(iii) each country has one bank: \(n^S := n_1^S = n_2^S = 1\);

(iv) the efficient bank expects positive profit, i.e. \(\Pi^S > 0\), whereas the less efficient one expects no profit: \(\Pi^S = 0\).

Proposition 2 shows that an integrated regulator would offer the discriminatory regulatory contract equal to the one obtained in a closed economy with a single regulator.\(^2^5\) Since types are correlated, an integrated regulator would like to use the report of one bank to incentivize the other bank. Under correlation of types, the optimal regulation of one bank may depend not only on its reported type but also on the report by the other bank. This introduces yardstick competition between banks. It is well-known in the industrial organization literature that this kind of competition helps the regulator to reduce the social cost of providing incentives (see, for instance, Shleifer, 1985).
which was the subject of Section 4. In particular integrated regulation reintroduces the
tax instruments which allow discrimination of risk levels according to types of banks. No-
tice that this result hinges on the fact that the sole cross-border spillover present in our
economy is through the mobility of banks, linked to the competition between regulators
and their non-co-operative behaviors. Once we remove this competition by allowing regu-
lators to cooperate the optimal separating contract is recovered. The banks are allocated
equally to the two jurisdictions and no redistribution between jurisdictions is necessary
to obtain the optimal allocation.

**Comparison.** We now compare the two regulatory contracts with and without reg-
ulatory integration, and their impacts on the banking system. In order to make this
comparison we introduce the following assumption.

**Assumption 1** For all \( R > 0 \) and \( x \in (0, D) \), \( RU'(Rx) \) is increasing in \( R \).

Assumption 1 corresponds to a restriction on the curvature of \( U(\cdot) \). It implies that
an increase in the return of the risky asset augments the investment in this asset. It
is similar to assuming that substitution effects dominate income effects in a static labor
supply problem. It will play a role only when we compare the levels of risks taken by banks
under competing and integrated regulators (see Part (iii) in the following proposition).

**Proposition 3** The optimal contracts under integrated regulation and competing regu-
lators are such that

(i) both the efficient and the inefficient banks face less taxes in the regulatory equilibrium
with competing regulators than under integrated regulation: \( T^S > T^S > T^N = 0 \);

(ii) if \( \Delta \theta \) is sufficiently small, the expected profits of both the efficient and inefficient
banks in the regulatory equilibrium with competing regulators are strictly higher
than under integrated regulation: \( \Pi^N > \Pi^S = 0 \) and \( \Pi^N > \Pi^S > 0 \);

(iii) if \( \Delta \theta \) is sufficiently small and if Assumption 1 holds, all banks face less stringent
liquidity regulations when regulation is integrated than in the presence of competing
regulators: \( F^N > F^S > F^S \).

Proposition 3 shows that taxes are unambiguously lower in the regulatory equilibrium
with competing regulators than under integrated regulation. However, a main insight is
that the amount invested in the risky asset may be higher for any type of banks under
regulatory integration than in the case of competing regulators (Part (iii) of Proposition
3). Notice that this statement holds when the informational gap between the regulators and the banks is small which is the interesting case to consider. Intuitively, banks derive some informational rents that are functions of the difference between high- and low-efficiency banks. An integrated regulator is adjusting its two instruments to minimize the rents whereas competing regulators have only one instrument left. The smaller the difference $\Delta \theta$ the lower the informational advantage for the efficient banks. Thus our result highlights the effect of competition (i.e. losing an instrument) on liquidity regulations instead of reflecting the level of informational asymmetry between the banks and the regulators. Proposition 3 (iii) shows that once the possibility to regulate banks with several instruments is restored through the integration of regulators, banks are allowed to take more risks. An interesting implication of our model is that the traditional race-to-the-bottom result in regulatory standards does not hold in this case: the aggregate level of risks taken by banks can be higher under the optimal efficiency-specific regulatory contracts than under the pooling contract resulting from competing regulators.

A second important implication of Proposition 3 is that profits of both efficient and inefficient banks are larger under regulatory competition than under integrated regulation. Again this result is not driven by the different informational gap between the regulators and the banks since we consider a small difference between high- and low-efficiency banks (i.e. $\Delta \theta$ small). Hence, our model shows that it is possible that both types of banks strictly benefit from the regulatory competition. If its profit is a measure of the lobbying capacity of a bank, we should expect more “too-powerful-to-fail” banking institutions under competing regulators (see the propositions of Rochet (2010) and Freixas and Rochet (2013) to tackle this issue).

7 Alternative modeling choices

In this section, we provide a discussion of how alternative modeling choices would affect our main result. We argue that our result in Theorem 1 extends to a model with different efficiency levels in the two countries, a model with more than two countries, or an analysis in which the liquidation of assets can affect individual banks on top of the whole banking system (i.e. micro and macro failures). We also discuss how imperfect mobility of banks and introducing many dimensions of heterogeneity between banks would affect our results. Finally, we show that our results are robust to an extension of our model where both the profits of banks located in a country and the consumer welfare are in the objective function of national regulators.
Differences in bank efficiency. In the previous sections, we assumed that all banks in the economy are characterized by the same level of efficiency, either $\theta$ or $\bar{\theta}$. Let us now suppose that the efficiency realizations may differ for the two representative banks. Then four cases can arise, including the two cases where both banks are highly efficient or both lowly efficient we have just studied. The two other cases are when the bank servicing residents in Country $j$ has high (resp. low) efficiency whereas the bank servicing residents in Country $-j$ has low (resp. high) efficient.

Under an integrated regulator, the possibility of different efficiency levels across banks does not change our result. As we discuss in Section 6, the correlation was not used by the regulator. The regulatory contract which it sets is thus given in Proposition 2.

When regulators set their contracts non-cooperatively and banks can be of different types in the two jurisdictions, the expressions of welfare for principals are modified.

In the case where no bank settles in Country $j$, the expression of welfare in equation (7) remains unchanged. With probability $\nu$ (resp. $1 - \nu$), the representative household $j$ will be serviced by a low (resp. high) efficient bank and there will be no tax receipt in Country $j$.

In the case where one bank settles in Country $j$, equation (8) remains unchanged too. Indeed when each country hosts a bank, the profits are equalized in both countries for a bank of a given type. As in the core of the analysis we consider that the bank servicing the representative household $j$ chooses the contract of $P_j$ when profits in the two jurisdictions are equal. Hence equation (8) represents the welfare in this case.

The expression of welfare in the case where all banks settle in Country $j$ in equation (9) is slightly modified. If the attracted bank is of a different type, it generates a different amount of tax. Thus expected taxes are modified. If household in Country $j$ is serviced by a low (resp. high) efficient bank, it does not imply that all banks are low (resp. high) efficient and generate $2T_j$ (resp. $2\bar{T}_j$). The other bank may be efficient (resp. inefficient) with a probability $1 - \nu$ (resp. $\nu$). Thus $2T_j$ and $2\bar{T}_j$ must be replaced by $\nu T_j + (1 - \nu)\bar{T}_j$.

This modification does not affect our results in Section 5. The reason is that the unique Nash equilibrium is still characterized by the property that all taxes are equal to zero independently of the assumptions made on information. Thus, as the levels of liquidity regulations and profits remain the same, Theorem 1 and Corollary 1 hold.

More than two countries. Suppose that the economy is composed by an arbitrary finite number of countries, instead of two, and that countries are symmetric. Assume that each country has a regulator, and that there are as many banks as there are countries.

Allowing the economy to have many countries does not change our results. The
intuition for this result is the following: the location decisions of banks still follow the
rule defined in equation (6) which now includes the comparison of potential profits in all
countries. In particular the most profitable contract offered by $P_j$ attracts all banks in
Country $j$. If profits are equalized, there is one bank in each country. So either there
are no bank, one bank, or all the banks located in Country $j$. The sole difference in the
welfare of principal of Country $j$ is that the “2” multiplying the total taxes is replaced
by the total number of banks in equation (9). But again, since all taxes are null in
equilibrium in the case of financial integration, our results of Section 5 still hold when
there are many countries.

We do not tackle the issue of multinational banks investing simultaneously in several
countries. In our model, there is no scale effect. In particular, the return of the risky
investment is constant and not depending on the size of the investment made by a bank.
Thus there is no benefit for a bank to diversify its portfolio of risky assets across many
countries. The introduction of size effects, either through the assumption of the rate of
return of a risky investment in one country varying with the amount invested, according
to a standard assumption of concavity, or through a different taxation scheme, would
lead to a more complex analysis of portfolio choice in different countries by banks and its
impact of national bank regulation. This is beyond the scope of this paper which focuses
on the sole feature of bank mobility.

**Imperfect mobility of banks.** Our main results have been derived under the assump-
tion that banks locate their investments in the country in which it maximizes its
expected profit without having to suffer mobility costs associated to the location deci-
sion. Suppose now that banks have only a fraction $\alpha \in [0, 1]$ of their investment that
are mobile, the remaining share has to be subject to the initial country where deposits
are collected. In the polar case developed in the core of our analysis, the fraction $\alpha$
would be equal to 1. We assume that all investments are subject to the same regula-
tion. Now for the regulator the potential gains from attracting extra investments by
reducing the taxes have to be weighted against the potential loss of the tax instrument
to discriminate between types of banks that have immobile investments. Indeed in the
case where Country $j$ has the most attractive contract, i.e. $\Pi_j(\theta) > \Pi_{-j}(\theta)$, the total
fraction of deposit from Bank $j$ but only a fraction $\alpha$ of deposits from Bank $-j$ would be
attracted. In this extension of our model, we can show that our main results remain valid
as soon as $\alpha$ is strictly positive. Intuitively, the key difference in the welfare of principal
of Country $j$ is that the “2” multiplying the total taxes in equation (9) is replaced by
$1 + \alpha$. Equation (9) determines how profitable it is for a regulator to attract all mobile
investments. When comparing the profitable deviation from an equilibrium with positive
taxes, it is still the case that the deviation toward zero taxes on profit remains profitable
as soon as \( \alpha \) is strictly positive.\(^{26}\) However, our results would be affected if the imperfect
mobility opens a second dimension of heterogeneity between banks (see our discussion of
multidimensional heterogeneity below).

**Liquidation of assets: macro and micro failures.** Up to now we have supposed
that (i) the rate of liquidation \( \rho \) is independent of the efficiency of the bank, and (ii)
liquidation is the realization of a macro shock that leads to the failure of all banks in the
economy and not solely affecting a single bank (or a subset of banks).

Assumption (ii) is done for simplicity. If we assume that each bank is affected by
an idiosyncratic (micro) failure shock drawn from the same distribution, Proposition 2
still holds. In the case where all banks settle in Country \( j \) is more complex since the expected amount of taxes must take into account the case where one
bank fails but not the other one. Retaining the assumption that both banks are of the
same type, if household in Country \( j \) is serviced by a not failing low (resp. high) efficient
bank, it does not imply that the other bank is not failing and thus generates \( T_j \) (resp.
\( 2T_j \)). With probability \( \rho (1 - \rho) \), solely the bank in \( j \) is successful and the tax
receipt is \( T_j \) (resp. \( T_j \)). To sum up, the welfare of \( P_j \) in this case writes:

\[
W^2_j = \nu \left\{ \rho^2 \left[ U(D - \hat{F}_j) + U(D - \hat{F}_j + 2T_j) \right] + \rho (1 - \rho) \left[ U(D - \hat{F}_j + 2T_j) \right] \right. \\
+ (1 - \rho)^2 \cdot 2 \cdot U \left( \frac{\hat{F}_j + (D - \hat{F}_j)\gamma \theta}{2} \right) + \rho (1 - \rho) \cdot 2 \cdot U \left( \frac{\hat{F}_j + (D - \hat{F}_j)\gamma \theta + T_j}{2} \right) \right. \\
\left. + (1 - \nu) \left\{ \rho^2 \left[ U(D - \hat{F}_j) + U(D - \hat{F}_j + 2T_j) \right] + \rho (1 - \rho) \left[ U(D - \hat{F}_j + 2T_j) \right] \right. \\
\left. + (1 - \rho) \cdot 2 \cdot U \left( \frac{\hat{F}_j + (D - \hat{F}_j)\gamma \theta + T_j}{2} \right) \right. \right. \\
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\begin{align*}
+ (1 - \rho)^2 \cdot 2 \cdot U \left( \frac{\mathcal{F}_j + (D - \mathcal{F}_j) \gamma \overline{\theta}}{2} \right) + \rho (1 - \rho) \cdot 2 \cdot U \left( \frac{\mathcal{F}_j + (D - \mathcal{F}_j) \gamma \overline{\theta} + \mathcal{T}_j}{2} \right)
\end{align*}

In other words, the only modification implied by different failure rates is the tax receipt in the case of all banks in the same country. But this does not modify the temptation for either regulator to reduce its required tax level by an arbitrarily small amount. Thus in equilibrium, taxes are equal to zero and all the results in Section 5 hold.

With respect to Assumption (i), we could allow for the failure rate of a bank to be a function of its type. The problem is essentially the same and results are maintained when the failure rate perfectly correlates with the type of banks.\textsuperscript{27}

**Consumer welfare and profits of banks in the objective function of regulators.**

In the core of our analysis the regulator in Country \( j \) cares only about the welfare of the representative household living in \( j \). We extend our model to include the profits of banks located in a country in the welfare objective of regulator. Suppose that the regulator attaches a weight of \( \lambda \) (resp. \( 1 - \lambda \)) to consumers’ welfare (resp. banks’ profit). When no bank settles in a given country a regulator, the weight on consumer’s welfare is equal to 1. Thus the expected welfare of \( P_j \) contracting with no bank in its jurisdiction remains given by equation (7).

If banks’ profits are equal, then banks remain in their initial jurisdictions and there is one bank in Country \( j \), applying the contract offered by \( P_j \). Thus the expected welfare of \( P_j \) is given by:

\begin{align*}
\mathcal{W}_j^1 = \lambda \left\{ \nu \left[ \rho \left( U (\mathcal{E}_j) + U (D - \mathcal{F}_j + \mathcal{T}_j) \right) + (1 - \rho) \cdot 2 \cdot U \left( \frac{\mathcal{F}_j + (D - \mathcal{F}_j) \gamma \overline{\theta}}{2} \right) \right] \right. \\
+ (1 - \nu) \left[ \rho \left( U (\mathcal{F}_j) + U (D - \mathcal{F}_j + \mathcal{T}_j) \right) + (1 - \rho) \cdot 2 \cdot U \left( \frac{\mathcal{F}_j + (D - \mathcal{F}_j) \gamma \overline{\theta}}{2} \right) \right] \\
+ (1 - \lambda) \nu \left[ (D - \mathcal{F}_j) \left( (\overline{R} \overline{\theta} - 1) - \mathcal{T}_j \right) + (1 - \nu) \left[ (D - \mathcal{F}_j) \left( R \overline{\theta} - 1 \right) - \mathcal{T}_j \right] \right].
\end{align*}

Finally, if the comparison of profits is such that all banks locate in \( j \) and thus apply the contract offered by \( P_j \), the expected welfare of \( P_j \) is given by:

\begin{align*}
\mathcal{W}_j^2 = \lambda \left\{ \nu \left[ \rho \left( U (\mathcal{E}_j) + U (D - \mathcal{F}_j + 2 \mathcal{T}_j) \right) + (1 - \rho) \cdot 2 \cdot U \left( \frac{\mathcal{F}_j + (D - \mathcal{F}_j) \gamma \overline{\theta}}{2} \right) \right] \right. \\
+ (1 - \nu) \rho \left[ (D - \mathcal{F}_j) \left( (\overline{R} \overline{\theta} - 1) - \mathcal{T}_j \right) + (1 - \nu) \left[ (D - \mathcal{F}_j) \left( R \overline{\theta} - 1 \right) - \mathcal{T}_j \right] \right].
\end{align*}

\textsuperscript{27}If the failure rate is independent of the efficiency of the bank, and both dimensions are privately known by the banks, the problem would become a multidimensional screening problem, see Armstrong and Rochet (1999) and Rochet and Stole (2003). The analysis of this case is beyond the scope of the present paper.
\begin{equation}
+(1-\nu) \left\{ \rho \left[ U(F_j) + U(D - F_j + 2T_j) \right] + (1-\rho) \cdot 2 \cdot U \left( \frac{F_j + (D - F_j)\gamma T_j}{2} \right) \right\} \\
+(1-\lambda) \cdot 2 \cdot \rho \left\{ \nu \left[ (D - F_j) (R\theta - 1) - T_j \right] + (1-\nu) \left[ (D - F_j) (R\theta - 1) - T_j \right] \right\}. \tag{16}
\end{equation}

The inclusion of banks’ profit in regulator’s objective is going to affect the regulatory contracts. It is a well-known result of the regulatory literature that when regulated firms’ profit are included in regulator’s objective and the transfers of resources to firms are socially costly, the regulator would like to equate firms’ profits to zero (see Laffont and Tirole (1993)). In our environment this implies that, when the weight associated to banks is sufficiently small (i.e. \( \lambda \) is sufficiently large), the optimal regulatory contract defined in Proposition 1 still equates the profit of the inefficient bank to zero and the profit of efficient bank to their informational rents.

Redoing our analysis with the new welfare functions when \( \lambda \) is sufficiently large leads to the following results, denoted with a superscript \( b \).

**Proposition 4** Under financial integration when regulators put sufficiently high weight on consumers’ welfare (\( \lambda \) is sufficiently large), the unique Nash Equilibrium of the regulatory game

\[ (F^b_1, T^b_1, F^b_2, T^b_2, n^b_1, n^b_2) \]

is a simple pooling contract where

(i) the taxes are null for all types of banks in the two countries: \( T^b_j := T^b_j = 0 \), for all \( j \);

(ii) both the inefficient and the efficient bank faces the same liquidity regulation \( F^b := F^b_j = F^b_j \), for all \( j \), defined by

\[ \rho U' \left( F^b \right) + (1-\rho) \left\{ \nu (1-\gamma \theta) U' \left( \frac{F^b + (D - F^b)\gamma \theta}{2} \right) \right\} \\
+(1-\nu) \left( 1-\gamma \theta \right) U' \left( \frac{F^b + (D - F^b)\gamma \theta}{2} \right) = \rho U' \left( D - F^b \right) + \rho \frac{1-\lambda}{\lambda} \left( \nu (R\theta - 1) + (1-\nu) (R\theta - 1) \right); \tag{17} \]

(iii) each country has one bank: \( n^b := n^b_1 = n^b_2 = 1 \);

(iv) all types of banks expect positive profits: \( \Pi^b_j > 0 \), for all \( j \).
The qualitative properties of our main results would not be affected when the regulator weighs sufficiently the consumer's surplus than the banks' profits. In particular we still obtain a unique Nash equilibrium that exhibits no taxation: the competition between regulators leads to a pooling contract for the same reason as above, which is the loss of a regulatory instrument.

Still the terms of a regulatory contract are modified since the rate of return on the risky asset and profit are modified. Since the regulator derives some welfare from banks' profit, she is interested in risk-taking activities by the bank. This affects the expected marginal cost associated to liquidity requirements, as evidenced in the right hand side of equation (17).

**Multidimensional screening and banking regulation.** Our analysis assumes that banks differ in one dimension of heterogeneity, namely the efficiency of investment management $\theta$. Under this assumption we have shown that two instruments are enough to implement the optimal regulatory contract, but that losing one instrument leads to our pooling result. If we introduce other dimensions of heterogeneity observable by the regulator or correlated with the type $\theta$, it is possible that losing the tax instrument would not lead to pooling. For instance, if two dimensions are introduced and the second dimension is perfectly observable, the regulators could condition their regulatory contracts on this new dimension. Thus pooling in the $\theta$ dimension would not mean pooling in all dimensions. If the second heterogeneity dimension is privately known by banks we would be in a multidimensional screening problem. For instance, suppose that the new dimension of heterogeneity is due to different mobility costs related to banks' location decision. Banks will now differ on their (additively separable) mobility cost parameter $\chi$, that could, for simplicity, take two values $\{\chi, \bar{\chi}\}$ and that would determine how costly it is for a bank to move to Country $j$.\(^{28}\) The location decision would then be: move to Country $j$ if $\Pi_j(\theta) - \Pi_{-j}(\theta) \geq \chi$ instead of our location decision rule in (6). Under this specification all our results would remain valid if $\bar{\chi}$ is sufficiently small (where the sufficiently small refers to the existence condition we derive in Appendix B). At the other extreme if $\chi$ becomes very large we would be back to our benchmark without competing regulators. For intermediate range of $\chi$ our results may be affected both in terms of existence of an equilibrium and the possibility to sustain separating equilibria. We leave for future research a complete analysis of this case.

\(^{28}\)This formalization is in line with the random participation models adopted in the literature on competitions over nonlinear income taxes – see, e.g., Lehmann et al. (2014) – and in industrial organization – see, e.g., Rochet and Stole (2002) or Armstrong and Vickers (2001).
8 Competition between banks for deposits

An important aspect of financial integration is the improvement of services that consumers may enjoy from the increase of competition in the banking sector. In order to take this effect into account we extend our analysis to the case where banks are now competing for deposits instead of being granted monopoly power on resident depositors. Households are now no longer assigned ex-ante to a bank, and can benefit from competition for deposits between banks. Such a competition forces banks to improve the terms of their deposit contract (above returns normalized to 1 in the core of our analysis) so as to attract or retain customers. As this would affect banks’ profit this is likely to modify substantially the terms of the regulatory contracts.

As in our analysis above, the (local/incumbent) representative bank in \( j \) receives deposits \( D \). However we now assume that only a fraction \( \alpha \in [0,1] \) of these deposits are assigned definitively to this bank. The remaining fraction \( 1 - \alpha \) is contested by potential (entrant/foreigner) bank. Said differently, the representative bank has market power on a fraction of deposits, but the other part will go to the bank offering the best deal among those offered by banks, both incumbent or potential entrant.

We assume that there is perfect competition between the incumbent and the potential entrant for the contestable share of deposits such that any bank offers the best terms for this share. Therefore it makes zero net profit on the contestable share deposits as it abandons its rent on it to the representative household. The presence of competition among banks leads to a reduction in informational rents of banks. Our previous results correspond to an extreme case of this extension with the assumption of no bank competition, i.e. \( \alpha = 1 \). We now study cases where \( \alpha < 1 \).

The regulatory contract chosen by a bank applies uniformly to all deposit contracts offered to depositors. To simplify exposition we reason in the case of a bank of type \( \theta \) and we denote by \((F_j, T_j)\) the contract offered to it by \( P_j \). The total expected profit of a bank under this contract is defined as:

\[
\alpha \pi_{j,\alpha} + (1 - \alpha) \pi_{j,1-\alpha} = \alpha \{(D - F_j)(R - 1) \theta - T_j\} + (1 - \alpha) \{(D - F_j)(R - r_j) \theta - T_j\},
\]

where \( \pi_{j,\alpha} \) denotes the profit made on the assigned fraction of deposit and \( \pi_{j,1-\alpha} \) the profit made on the contestable fraction under the regulatory contract of Country \( j \). Finally, the rate of return set on the contestable deposit market is denoted by \( r_j \in [1, R] \).

We keep the assumption that all banks in the economy have the same efficiency level. For the contestable fraction of deposit, the representative bank of type \( \theta \) makes no profit on its illiquid investment when successful: the consumer obtains the whole net return on the risky asset through the rate that the bank serves. This defines the rate of return \( r_j \).
proposed in the deposit contract for contestable deposits. It is such that
\[ \pi_{j,1-\alpha} = 0 \iff (D - F_j) (R - r_j) \theta - T_j = 0. \]

The solution of this equation, denoted by \( r^e_j \), is given by
\[ r^e_j = R - \frac{T_j}{(D - F_j) \theta}. \]

Using equation (18) we get the consumption level of household \( j \) in period 2:
\[ c_2 = \alpha (D - F_j) + (1 - \alpha) \left[ (D - F_j) \theta r^e_j \right] + T_j \]
\[ = (D - F_j) (\alpha + (1 - \alpha) R\theta) + \alpha T_j. \]

Thus the expected welfare of the public authority in Country \( j \) contracting with no bank becomes (if some risky investment are made):
\[
\nu \left\{ \rho \left[ U \left( E_{-j} \right) + U \left( (D - E_{-j}) (\alpha + R\theta (1 - \alpha)) \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{E_{-j} + (D - E_{-j}) \gamma \theta}{2} \right) \right\} \\
+ (1 - \nu) \left\{ \rho \left[ U \left( \bar{F}_{-j} \right) + U \left( (D - \bar{F}_{-j}) (\alpha + R\bar{\theta} (1 - \alpha)) \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{\bar{F}_{-j} + (D - \bar{F}_{-j}) \gamma \bar{\theta}}{2} \right) \right\}.
\]

The expected welfare of the public authority in Country \( j \) contracting with one bank is given by:
\[
\nu \left\{ \rho \left[ U \left( E_{j} \right) + U \left( (D - E_{j}) (\alpha + (1 - \alpha) R\theta) + \alpha T_{j} \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{E_{j} + (D - E_{j}) \gamma \theta}{2} \right) \right\} \\
+ (1 - \nu) \left\{ \rho \left[ U \left( \bar{F}_{j} \right) + U \left( (D - \bar{F}_{j}) (\alpha + (1 - \alpha) R\bar{\theta}) + \alpha \bar{T}_{j} \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{\bar{F}_{j} + (D - \bar{F}_{j}) \gamma \bar{\theta}}{2} \right) \right\}.
\]

The expected welfare of the public authority in Country \( j \) contracting with two banks is given by:
\[
\nu \left\{ \rho \left[ U \left( E_{j} \right) + U \left( (D - E_{j}) (\alpha + (1 - \alpha) R\theta) + 2\alpha T_{j} \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{E_{j} + (D - E_{j}) \gamma \theta}{2} \right) \right\} \\
+ (1 - \nu) \left\{ \rho \left[ U \left( \bar{F}_{j} \right) + U \left( (D - \bar{F}_{j}) (\alpha + (1 - \alpha) R\bar{\theta}) + 2\alpha \bar{T}_{j} \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{\bar{F}_{j} + (D - \bar{F}_{j}) \gamma \bar{\theta}}{2} \right) \right\}.
\]

The difference with the expressions of welfare presented in previous sections comes from the rate of return of the risky investment which is now \( \alpha + (1 - \alpha) R\theta > 1 \) instead of 1. In addition, taxes are multiplied by \( \alpha \) since they are (partly) substitutes with the rate of return for the contestable deposits, as shown in equation (18). This is the crucial difference with the core of our analysis: households have now an interest in the risky investment through the competition between banks. This reduces the power of
taxation as a regulatory instrument: the tax instrument is less effective in regulating the profits of banks. Therefore it becomes more difficult to use taxes so as to screen banks according to their efficiency levels. Taxes are also less welfare-enhancing since their redistributive function is only for a fraction of deposits. In the limit case of perfect competition on returns where $\alpha$ goes to zero, taxes completely lose their function as a regulatory instrument since representative households receive directly all gains from risky investment and banks of any type make zero profits. This implies that only a regulation on one instrument (liquidity requirements) is possible in such a case. In the empirical literature, spatial models of consumer demand for retail bank deposits that explicitly account for consumer disutility from distance traveled find significant market power for banks (see Ho and Ishii (2011)).

Redoing our analysis with the new welfare functions when $0 < \alpha < 1$ leads to the following results, in which the various components of the Nash equilibrium are indexed with a superscript $e$.

**Proposition 5** Under financial integration when banks compete for a fraction of deposits $\alpha \in (0, 1)$, the unique Nash Equilibrium of the regulatory game

$$(F_1^e, T_1^e, F_2^e, T_2^e, n_1^e, n_2^e)$$

is a simple pooling contract where

(i) taxes are null for all types of banks in the two countries: $T^e := T_j^e = 0$, for all $j$;

(ii) both the inefficient and efficient bank face the same liquidity regulation $F^e := F_j^e = F_j^e$, for all $j$, defined by

$$\rho U'(F^e) + (1 - \rho) \left\{ \nu (1 - \gamma \theta) U'(\frac{F^e + (D - F^e)\gamma \theta}{2}) + (1 - \nu) (1 - \gamma \theta) U'(\frac{F^e + (D - F^e)\gamma \theta}{2}) \right\}$$

$$= \rho \left\{ \nu (\alpha + (1 - \alpha)R\theta) U'((D - F^e)(\alpha + (1 - \alpha)R\theta)) \right\}$$

---

The existence of a competitive process between banks for deposits studied in this section amounts to assume that a bank may benefit from a partial monopoly position. This creates an incentive for banks to attract a customer basis in as many countries as possible and thus become multinational. But the decision of invest into an international banking network able to attract savers and collect savings is beyond the scope of the paper.
\[+(1 - \nu) \left( \alpha + (1 - \alpha)R\theta \right) U' \left( (D - F^c) \left( \alpha + (1 - \alpha)R\theta \right) \right) \right\}; \quad (19)\]

(iii) each country has one bank: \( n^e := n^e_1 = n^e_2 = 1 \);

(iv) all types of banks expect positive profits: \( \Pi^e_j > \Pi^e_j > 0 \), for all \( j \).

The qualitative properties of our main results do not change when competition for deposits is taken into account. In particular we still obtain a unique Nash equilibrium that exhibits no taxation: the competition between regulators leads to a pooling contract for the same reason as above, which is the loss of a regulatory instrument.

Yet the terms of a regulatory contract are modified since the rate of return on the risky asset and profits are modified. Since the representative household gets a share of profits from the contestable deposits even when taxes are equal to zero, she is interested in risk-taking activities by the bank. This affects the expected marginal cost associated to liquidity requirements (see the right hand side of equation (19)).

To sum up, competition between banks alters the way regulators compete and as a result it mitigates the redistributive losses from taxes on profits. At the same time the inability to properly screen banks in a financially integrated environment still remains present. Hence, as banks retain some market power, it does not modify our main conclusion: the mobility of banks severely hampers the capacity of regulators to use several instruments to regulate the banking industry.\(^{30}\)

9 Concluding remarks

In this paper we study the incidence of regulatory arbitrage by banks in a financially integrated economy. We focus on the mobility of banks’ activities as the sole link between regulators. The capacity of banks to de facto choose the regulatory contract according to which they operate means that national regulators face competition.

We show that an optimal regulatory contract is supported by two instruments: taxes on banks’ profits and liquidity requirements. Even if a regulator is at an informational disadvantage with respect to banks, the optimal regulatory contract in the absence of bank mobility is designed to ensure that banks are regulated according to their efficiency characteristics. Given this benchmark result, our analysis reveals that the mobility of banks ...

\(^{30}\)A similar setting could be used to address the case where the representative households can store cash. Supposing that at least a fraction \( 0 < \alpha < 1 \) of their endowment must be deposited in her bank, the household would decide whether she wants to increase this amount. This case would result in a proposition exhibiting the same forces than the ones identified in Proposition 5.
banks is a crucial determinant of the regulatory outcome in a multi-country economy. The competition between regulators that arises from regulatory arbitrage made by banks lead to the following result: one of the regulatory instrument (taxes) is eliminated and the regulators can no longer discriminate banks according to their characteristics. As a result banking regulation is characterized by a simple pooling contract with no tax and a unique liquidity requirement for all types of banks. In other words, financial integration drastically hampers the capacity of national regulators to mobilize the instruments adequate to regulate banks.

This pooling result is the theoretical counterpart to the criticism raised against the recent liquidity regulatory guidelines from the Basel Committee for Banking Supervision (BCBS). Kowalik (2013), surveying these guidelines, writes:

The new Basel provisions ... still determine liquidity buffer size and composition without taking into account the nature of an individual financial institution’s risk profile, capital, and business activity ... One reason the BCBS opted not to pursue a more flexible, individualized approach is that such an approach would be hard to apply consistently across national borders and the comparability of liquidity positions among financial institutions would not be guaranteed.

Moreover Kowalik expresses the concern that:

[...]

Actually we prove that all banks benefit from the “inflexible approach”, that is, the pooling equilibrium when the heterogeneity between banks’ performances is not too high.

We then study how regulatory arbitrage can be dealt with. We show that allocating all regulatory capacities to an integrated regulator restores the capacity to discriminate among banks, that is, to efficiently regulate the risk-taking behavior of banks. Interestingly, the levels of risks undertaken by banks under competing regulators may be lower than under an integrated regulator. This shows that competition does not necessarily lead to a race to the bottom in regulatory standards and higher risk-taking by banks.

The integration of the financial system has spurred new forms of cooperation and coordination (see, e.g., Schooner and Taylor (2009) for a review). Our analysis suggests
that practitioners trying to set up a more cooperative and common regulation of banks
would tend to (re)introduce regulatory instruments that should affect the degree of the
riskiness of banks’ portfolio as well as instruments that regulate the overall profit of
banks. Interestingly, in a recent proposal for the foundation of a banking union in Europe,
the European Commission suggests the possibility of a new regulation of bank overall
profit (close to a tax on profits) on top of the standard instrument, capital regulation
(see Draft Proposal for a Council implementing regulation supplementing Regulation
No 806/2014). Whether the current regulatory policies designed under the guidance of
international standard-setting bodies reflect a cooperative or non-cooperative outcome
and correspond to an efficient pattern of regulation is open to debate.
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Appendix

A Proofs

A.1 Proof of Proposition 1

Step A. Following the standard treatment of the principal’s problem under asymmetric information, we show that only the downward incentive compatibility constraint (4) ensuring that an efficient bank $\theta$ is not willing to mimic an inefficient bank $\bar{\theta}$ and the inefficient bank’s participation constraint (3) have to be considered when the monotonicity $F > \bar{F}$ condition holds, which is Part (i) of Proposition 1.

We first show that equation (2) is satisfied as soon as (4) holds. This implication directly follows from rewriting (4) as

$$
\Pi (\bar{\theta}, \bar{\theta}) \geq \Pi (\check{\theta}, \check{\theta}) + \rho R (\bar{\theta} - \check{\theta}) (D - F) \geq 0.
$$

We now show that the incentive compatibility constraint (5) is satisfied as soon as the monotonicity condition $F > \bar{F}$ holds. We can write (5) as

$$
\Pi (\check{\theta}, \check{\theta}) \geq \Pi (\bar{\theta}, \bar{\theta}) - \rho (D - F) R (\bar{\theta} - \check{\theta}).
$$

If the incentive compatibility constraint (4) and the participation constraint (3) are binding at the optimum, then

$$
\Pi (\bar{\theta}, \bar{\theta}) = \rho (D - F) R (\bar{\theta} - \check{\theta}),
$$
and (5) is not binding as soon as the monotonicity condition \( F < F \) holds.

Since the incentive compatibility constraint (4) and the participation constraint (3) are binding at the optimum, we have that \( T = (D - F)(R \bar{\theta} - 1) \), from (3) and from (4) we get

\[
T = (D - F)(R \bar{\theta} - 1) - R(\bar{\theta} - \bar{\theta})(D - F).
\]

Substituting these expressions in \( W^i \), the optimization problem of the authority is solved for \((F, F)\) such that FOCs can be written as equations (10) and (11).

**Step B.** We now prove Parts (i) to (iii) of Proposition 1. Part (iv) directly follows from the symmetry of the two countries.

**Proof of Part (i).** By contradiction, suppose that \( F^S \geq F^S \).

First, we prove that if \( F^S \geq F^S \) then \( T^S \leq T^S \).

We know that

\[
T^S - T^S = (D - F^S)(R \bar{\theta} - 1) - R(\bar{\theta} - \bar{\theta})(D - F^S) - (D - F^S)(R \bar{\theta} - 1)
\]

Therefore if \( F^S \geq F^S \) then \( T^S \leq T^S \).

Next, we prove that \( D - F^S + T^S \leq D - F^S + T^S \) if \( F^S \geq F^S \). We have that

\[
D - F^S + T^S = (D - F^S)(1 + R \bar{\theta} - 1) = (D - F^S) R \bar{\theta}
\]

and

\[
D - F^S + T^S = (D - F^S) R \bar{\theta} - R(\bar{\theta} - \bar{\theta})(D - F^S)
\]

\[
= (D - F^S) R \bar{\theta} + R(\theta - \theta)(D - F^S) = D - F^S + T^S + R(\theta - \theta)(D - F^S).
\]

Hence \( D - F^S + T^S \leq D - F^S + T^S \) if \( F^S \geq F^S \).

Now we use the FOCs given by (10) and (11):

\[
\rho U'(F^S) + (1 - \rho)(1 - \gamma \bar{\theta}) U'(F^S + (D - F^S) \gamma \bar{\theta})
\]

\[
= \rho R \bar{\theta} U'(D - F^S + T^S) - \frac{1 - \nu}{\nu} \rho R(\bar{\theta} - \bar{\theta}) U'(D - F^S + T^S),
\]

and

\[
\rho U'(F^S) + (1 - \rho)(1 - \gamma \bar{\theta}) U'(F^S + (D - F^S) \gamma \bar{\theta}) = \rho R \bar{\theta} U'(D - F^S + T^S),
\]

We can rewrite (20) as:

\[
\rho U'(F^S) + (1 - \rho)(1 - \gamma \bar{\theta}) U'(F^S + (D - F^S) \gamma \bar{\theta})
\]
The last two terms in the RHS of this equation are negative if \( F^S \geq F^S \). Therefore the LHS of (20) is lower than the LHS of (21) if \( F^S \geq F^S \).

This implies that
\[
\rho U'(F^S) + (1 - \rho)(1 - \gamma \theta) U(\frac{F^S + (D - F^S)\gamma \theta}{2}) < \rho U'(F^S) + (1 - \rho)(1 - \gamma \bar{\theta}) U(\frac{F^S + (D - F^S)\gamma \bar{\theta}}{2}),
\]
equivalent to
\[
(1 - \gamma \theta) U'(\frac{F^S + (D - F^S)\gamma \theta}{2}) - (1 - \gamma \bar{\theta}) U'(\frac{F^S + (D - F^S)\gamma \bar{\theta}}{2}) < \frac{\rho}{1 - \rho} [U'(F^S) - U'(F^S)],
\]
which is impossible since \( U'(F^S) - U'(F^S) \leq 0 \) when \( F^S \geq F^S \) but
\[
(1 - \gamma \theta) U(\frac{F^S + (D - F^S)\gamma \theta}{2}) - (1 - \gamma \bar{\theta}) U(\frac{F^S + (D - F^S)\gamma \bar{\theta}}{2}) > 0,
\]

Hence, the variables \( F^S \) and \( F^S \), defined in equations (10) and (11) respectively, are such that \( F^S > F^S \). This property is also the monotonicity condition so that (5) and (2) are satisfied.

**Proof of Parts (ii) and (iii).** Part (ii) of Proposition 1 directly follows from \( F^S > F^S \) and equations (3) and (4). Indeed, \( F^S > F^S \) since
\[
F^S - (D - F^S) (\rho \bar{\theta} - 1) - R (\bar{\theta} - \theta) (D - F^S) > (D - F^S) (\rho \bar{\theta} - 1) - R (\bar{\theta} - \theta) (D - F^S),
\]
from \( E > F \) and \( (D - F^S)(\rho \bar{\theta} - 1) - R (\bar{\theta} - \theta) (D - F^S) = (D - F^S)(\rho \bar{\theta} - 1 - R \bar{\theta} + R \theta) = T^S \).

The profit of low efficient bank directly follows from equation (3). The profit of high efficient bank directly follows from equations (3) and (4).

### A.2 Proofs of Theorem 1 and Corollary 1

The proofs of Theorem 1 and Corollary 1 follow two steps.

**Step A: Symmetric location.** If there exists a Nash equilibrium, we first show that it entails \( n_1^N = n_2^N = 1 \).

From the location rule given by equation (6) there are three possible cases:

1. **Symmetric case:** \( n_1 = n_2 = 1 \).
2. **Asymmetric cases:** \( n_1 = 2 \) and \( n_2 = 0 \) or \( n_1 = 0 \) and \( n_2 = 2 \).
We show that the asymmetric cases cannot be supported as equilibria.

Suppose that there exists an equilibrium with \( n_1 = 2 \) and \( n_2 = 0 \). In such a case \( P_2 \) has a profitable deviation: if \( P_2 \) decides to offer the same contract as \( P_1 \), according to the location rule, it will obtain one bank and thus increase its tax receipts, while keeping the same share of liquid assets. Thus the welfare of its residents will increase so that the exclusion case cannot be an equilibrium. Hence, any equilibrium entails symmetric location of banks.

**Step B: Equilibrium contracts.** We show that, if there exists a Nash equilibrium it is unique and it involves, for all \( j \), \( T^N := T_j^N = T_j^N = 0 \) and \( F^N := F_j^N = F_j^N \) given by equation (14).

**Part 1:** We show that in any Nash equilibrium \( T^N := T_j^N = T_j^N = 0 \) for all \( j \).

Suppose that there is a Nash equilibrium with \( \tilde{F} := F_1 = F_2, \tilde{T} := T_1 = T_2 \), and \( \tilde{T} := T_1 = T_2 \).

If \( \tilde{T} \neq 0 \), we show that there exists a profitable deviation for \( P_j \) involving \( \tilde{T} = \tilde{T} - \varepsilon \), with \( \varepsilon > 0 \), while keeping \( \tilde{F} \) and \( \tilde{T} \), for any \( \tilde{F} \) and \( \tilde{T} \).

Since \( \tilde{T} = \tilde{T} - \varepsilon \) and \( \tilde{F} \) identical, the deviation increases the bank profits of type \( \theta \) with respect to the other contract \( -j \). From the location rule, such deviation attracts all banks \( \theta \) and then \( n_j = 2 \) when banks have a low type. The expected welfare of \( P_j \) following this deviation is

\[
\nu \left\{ \rho \left[ U \left( \tilde{F} \right) + U \left( D - \tilde{F} + 2\tilde{T} - 2\varepsilon \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{\tilde{F} + \left( D - \tilde{F} \right) \gamma \theta}{2} \right) \right\}
\]

\[
+ (1 - \nu) \left\{ \rho \left[ U \left( \tilde{T} \right) + U \left( D - \tilde{T} + \tilde{T} \right) \right] + (1 - \rho) \cdot 2 \cdot U \left( \frac{\tilde{F} + \left( D - \tilde{F} \right) \gamma \theta}{2} \right) \right\}.
\]

The difference in expected welfare from this deviation for \( P_j \) is then

\[
\nu \rho \left[ U \left( D - \tilde{F} + 2\tilde{T} - 2\varepsilon \right) - U \left( D - \tilde{F} + \tilde{T} \right) \right],
\]

which is strictly positive if \( \varepsilon \) is sufficiently close to 0. Hence any contract with \( \tilde{T} \neq 0 \) cannot be part of a Nash equilibrium.

Similarly, if \( \tilde{T} \neq 0 \), there exists a profitable deviation involving \( \tilde{T} = \tilde{T} - \varepsilon \), with \( \varepsilon > 0 \), while keeping \( \tilde{F} \) and \( \tilde{T} \), for any \( \tilde{F} \) and \( \tilde{T} \).

**Remark on subsidies.** In the main text, we claim that ruling out the possibility of subsidies is without loss of generality. This can be shown using the argument above: Suppose that there is a Nash equilibrium with \( \tilde{F} := F_1 = F_2, \tilde{T} := T_1 = T_2 \), and \( \tilde{T} := T_1 = T_2 \). If \( \tilde{T} = 0 \) then one can show that there exists a profitable deviation for \( P_j \) involving \( \tilde{T} = \tilde{T} + \varepsilon \), with \( \varepsilon > 0 \), while keeping \( \tilde{F} \) and \( \tilde{T} \), for any \( \tilde{F} \) and \( \tilde{T} \). Intuitively, this leads to a situation in
which the liquidity requirements are identical and less rent is left to the banks. This argument eliminates the existence of subsidies in equilibrium in our setup.

**Part 2:** We show that $F^N := \bar{F}^N_j = \bar{F}^N_j$, for all $j$, given by equation (14). Since taxes are null in any equilibrium from Part 1 the two incentive compatibility constraints (4) and (5) are binding; this implies that $\bar{F}^N_j = \bar{F}^N_j$, for all $j$.

The optimization problem of the public authorities is then

$$\max_\rho \rho [U(F) + U(D - F)]$$

$$+ 2 (1 - \rho) \left\{ \nu U \left( \frac{F + (D - F) \gamma \theta}{2} \right) + (1 - \nu) U \left( \frac{F + (D - F) \gamma \bar{\theta}}{2} \right) \right\}.$$ 

It follows from the first order condition that the level of liquid assets $F^N$ is uniquely given by equation (14).

**A.3 Proof of Proposition 2**

The proof of Parts (i), (ii) and (iv) of Proposition 2 follows the same steps as the proof of Proposition 1. Part (iii) of Proposition 2 follows the location rule: banks are offered the same contract in the two countries and they would realize the same profit in the two countries. This implies that they remain in the country where they collect deposits.

**A.4 Proof of Proposition 3**

**Proof of Part (i).** From previous propositions, we know that $T^S > T^S > T^N = 0$.

**Proof of Part (ii).** From previous propositions, we know that: $\Pi^N > \Pi^N > 0$ and $\Pi^S > \Pi^S = 0$.

Given the definition of profits, dealing with the less efficient bank, we have:

$$\Pi^N - \Pi^S = \Pi^N > 0.$$ 

The profit of the efficient bank, in the integrated contract is equal to:

$$\Pi^S = R (\bar{\theta} - \bar{\theta}) (D - F^S),$$

and its profit in the pooling contract is equal to:

$$\Pi^N = (R \bar{\theta} - 1) (D - F^N).$$

If $\Delta \theta$ is small we get that $\Pi^N - \Pi^S$ is positive.
Proof of Part (iii). We now show that \( F^N > \tilde{F}^S \) when \( \Delta \theta \) is small. The proof has three steps:

**Step 1:** Suppose that \( \theta = \bar{\theta} = \theta \), we know that \( F^S = \tilde{F}^S \equiv \tilde{F} \neq F^N \). Let us assume that \( \tilde{F} \geq F^N \). The difference between the FOCs of \( F^N \) and \( \tilde{F} \) gives

\[
\rho \left( U' \left( F^N \right) - U' \left( \tilde{F} \right) \right) + (1 - \rho) (1 - \gamma \theta) \left( U' \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) - U' \left( \frac{\tilde{F} + (D - \tilde{F}) \gamma \theta}{2} \right) \right)
\]

\[
= \rho \left( U' \left( D - F^N \right) - \rho R \theta U' \left( D - \tilde{F} \right) \right)
\]

\[
= \rho \left( U' \left( D - F^N \right) - U' \left( D - \tilde{F} \right) + U' \left( D - \tilde{F} \right) - R \theta U' \left( \left( D - \tilde{F} \right) \rho \theta \right) \right).
\]

If \( \tilde{F} \geq F^N \), the LHS is weakly positive and the RHS is negative under Assumption 1 which is impossible. Therefore \( \tilde{F} < F^N \).

**Step 2:** For \( \bar{\theta} \neq \theta \), the difference between the FOCs of \( F^N \) and \( \tilde{F}^S \) is

\[
\rho \left( U' \left( F^N \right) - \nu \left( D - F^N \right) + \rho R \theta U' \left( D - \tilde{F}^S + \tilde{T}^S \right) \right)
\]

\[
+ (1 - \rho) \left\{ \nu (1 - \gamma \theta) U' \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) + (1 - \nu) (1 - \gamma \bar{\theta}) U' \left( \frac{F^N + (D - F^N) \gamma \bar{\theta}}{2} \right) \right\}
\]

\[
- (1 - \rho) \left( 1 - \nu \right) (1 - \gamma \bar{\theta}) \nu U' \left( \frac{F^S + (D - F^S) \gamma \bar{\theta}}{2} \right) - (1 - \nu) \rho R \left( \bar{\theta} - \bar{\theta} \right) U' \left( D - \tilde{F}^S + \tilde{T}^S \right) = 0.
\]

If \( F^N = \tilde{F}^S \), (23) can be expressed as:

\[
\rho (1 - \nu) \left[ U' \left( F^N \right) - R \bar{\theta} U' \left( \left( D - F^N \right) \bar{\theta} \right) \right]
\]

\[
+ \rho (1 - \nu) \left[ R \bar{\theta} U' \left( \left( D - F^N \right) R \bar{\theta} \right) - R \bar{\theta} U' \left( \left( D - F^N \right) R \bar{\theta} - R \left( \bar{\theta} - \bar{\theta} \right) \left( D - F^N \right) \right) \right]
\]

\[
- (1 - \nu) \rho R \bar{\theta} U' \left( \left( D - F^N \right) \bar{\theta} \right) - U' \left( D - \tilde{F}^S + \tilde{T}^S \right) = 0.
\]

or equivalently:

\[
\rho (1 - \nu) \left[ U' \left( F^N \right) - U' \left( D - F^N \right) \right] + \rho (1 - \nu) \left[ U' \left( D - F^N \right) - R \bar{\theta} U' \left( \left( D - F^N \right) R \bar{\theta} \right) \right]
\]

\[
+ \rho (1 - \nu) \left[ R \bar{\theta} U' \left( \left( D - F^N \right) \bar{\theta} \right) - R \bar{\theta} U' \left( \left( D - F^N \right) \bar{\theta} - R \left( \bar{\theta} - \bar{\theta} \right) \left( D - F^N \right) \right) \right]
\]

\[
= 0.
\]
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\[ - (1 - \nu) \rho R \theta \left( U' \left( (D - F^N) R \theta \right) - U' \left( D - T^S + T^N \right) \right) = \rho \left( U' \left( D - F^N \right) - R \theta U' \left( (D - F^N) R \theta \right) \right) - (1 - \rho) (1 - \nu) (1 - \gamma \theta) U' \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) \]

\[ \iff (1 - \nu) \left[ \rho \left( U' \left( F^N \right) - U' \left( D - F^N \right) \right) + (1 - \rho) (1 - \gamma \theta) U' \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) \right] + \rho (1 - \nu) \left[ R \theta U' \left( (D - F^N) R \theta \right) - R \theta U' \left( (D - F^N) R \theta - R \left( \theta - \theta \right) \left( D - F^S \right) \right) \right] - (1 - \nu) \rho R \theta \left( U' \left( (D - F^N) R \theta \right) - U' \left( D - T^S + T^N \right) \right) = \rho \left( U' \left( D - F^N \right) - R \theta U' \left( (D - F^N) R \theta \right) \right) - \rho (1 - \nu) \left[ U' \left( D - F^N \right) - R \theta U' \left( (D - F^N) R \theta \right) \right]. \] (24)

Notice that from equation (14),

\[ \rho \left( U' \left( F^N \right) - U' \left( D - F^N \right) \right) + (1 - \rho) (1 - \gamma \theta) U' \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) = \nu (1 - \rho) \left[ (1 - \gamma \theta) U' \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) - (1 - \gamma \theta) U' \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) \right]. \]

Hence, when \( \Delta \theta = \theta - \theta \) goes to 0, the LHS of equation (24) tends toward 0 whereas the RHS tends toward:

\[ \rho \nu \left[ U' \left( D - F^N \right) - R \theta U' \left( (D - F^N) R \theta \right) \right], \]

which is negative under Assumption 1. Hence, for a small enough \( \Delta \theta \), it is impossible that \( F^N = F^S \).

**Step 3:** From the continuity properties of the functions we study, the two results from Step 1 and Step 2 imply that for any couple \((\theta, \theta)\), and a difference \( \Delta \theta \) small enough \( F^N > F^S \). Finally, from Proposition 1, we get:

\[ F^N > F^S > F^S, \]

if \( \Delta \theta \) is small enough.

### A.5 Proof Proposition 4

We omit the proof of Proposition 4 since it follows the one of Theorem 1 and Corollary 1.

### A.6 Proof Proposition 5

We omit the proof of Proposition 5 since it follows the one of Theorem 1 and Corollary 1.

### B Existence of Nash Equilibria

In this section we prove the existence of Nash equilibria.
B.1 Necessary and sufficient condition

The following Proposition provides a necessary and sufficient condition under incomplete information for the existence of a Nash equilibrium in pure strategies.

**Proposition B.1** A Nash equilibrium exists if and only if there is no profitable deviation in the set of admissible contracts for regulator $P_j$, for all $j$.

Since we have a characterization of the unique equilibrium in terms of the primitives of the model, Proposition B.1 tells us that equilibrium existence can be checked by investigating whether there is a best-response to our equilibrium that generates a welfare gain. We use the result in Proposition B.1 to derive conditions for the existence of a pure strategy equilibrium.

B.2 Sufficiency condition

From Theorem 1, the welfare obtained in our equilibrium which we denote by $W_N$ is given by:

$$W_N = \rho \left[ U \left( F^N \right) + U \left( D - F^N \right) \right]$$

$$+ 2 (1 - \rho) \left\{ \nu U \left( \frac{F^N + (D - F^N) \gamma \bar{\theta}}{2} \right) + (1 - \nu) U \left( \frac{F^N + (D - F^N) \gamma \bar{\theta}}{2} \right) \right\}.$$

In order to derive a sufficient condition for existence we have to consider the four possible following deviations:

(a) Deviation with a pooling contract.

(b) Deviation with a separating contract attracting $\theta$-banks only.

(c) Deviation with a separating contract attracting $\bar{\theta}$-banks only.

(d) Deviation with a separating contract attracting $\theta$ and $\bar{\theta}$ banks.

(a): A deviation with a pooling contract means that the same contract is offered to banks irrespective of their type. A profitable deviation with a pooling contract requires that

$$\tilde{\Pi} (\theta) = (D - \tilde{F}) (R\theta - 1) - \tilde{T} \geq (D - F^N) (R\theta - 1),$$

and

$$\tilde{\Pi} (\bar{\theta}) = (D - \tilde{F}) (R\bar{\theta} - 1) - \tilde{T} \geq (D - F^N) (R\bar{\theta} - 1).$$

Since the authority’s welfare maximization leads to a minimization of the profit of the banks, $\tilde{T}$ is as high as possible hence

$$\tilde{T} = \left( F^N - \tilde{F} \right) (R\theta - 1).$$

Then the deviation must be such that both types of banks want to move to the deviating authority.

The welfare obtained from this deviation is

$$W = \rho \left[ U \left( \tilde{F} \right) + U \left( D - \tilde{F} + 2T \right) \right]$$

$$+ 2 (1 - \rho) \left\{ \nu U \left( \frac{\tilde{F} + (D - \tilde{F}) \gamma \bar{\theta}}{2} \right) + (1 - \nu) U \left( \frac{\tilde{F} + (D - \tilde{F}) \gamma \bar{\theta}}{2} \right) \right\}.$$
The welfare from this deviation is lower than the one \( \tilde{W} \) in \((c)\) when \( R\theta \approx 1 \). Indeed \( F^S > \tilde{F}^S \), \( T > \tilde{T}^S \) when \( \tilde{F}^S = \tilde{F} \) so that any profitable deviation done in \((a)\) can be replicated by a deviation done in \((c)\) below whereas the contrary is not true. Hence, showing that there is no profitable in \((c)\) is sufficient.

\[(b): \text{A profitable deviation attracting } \theta \text{-banks is a contract } (\tilde{F}, \tilde{T}) \text{ offered to all banks such that only } \theta \text{-banks are attracted, that is:} \]

\[
\Pi (\theta) = (D - \tilde{F}) (R\theta - 1) - \tilde{T} \geq \Pi^N (\theta) = (D - F^N) (R\theta - 1) ,
\]

leading to

\[
\tilde{T} = (F^N - \tilde{F}) (R\theta - 1) ;
\]

and

\[
\Pi^N (\theta) = (D - F^N) (R\theta - 1) > \Pi (\theta) = (D - \tilde{F}) (R\theta - 1) - \tilde{T} .
\]

leading to

\[
\tilde{T} > (F^N - \tilde{F}) (R\theta - 1) .
\]

It is impossible to satisfy the two equations for the tax \( \tilde{T} \) simultaneously since a deviation attracting \( \theta \)-banks also attracts \( \theta \)-banks. We are then back to the case of a deviation with a pooling contract studied above in \((a)\).

\[(c): \text{A profitable deviation attracting } \theta \text{-banks is a contract } (\tilde{T}, \tilde{T}) \text{ offered to all banks but such that only } \theta \text{-banks are attracted, that is:} \]

\[
\Pi^N (\theta) = (D - F^N) (R\theta - 1) \geq \Pi (\theta) = (D - \tilde{T}) (R\theta - 1) - \tilde{T} ;
\]

Since the authority’s welfare maximization leads to a minimization of the profit of the banks, \( \tilde{T} \) is as high as possible hence

\[
\tilde{T} = (F^N - \tilde{F}) (R\theta - 1) ,
\]

which implies only \( \theta \)-banks wants to move to the deviating authority.

The expected welfare obtained from this deviation is

\[
\tilde{W} = \nu \left\{ \rho \left[ U \left( F^N \right) + U \left( D - F^N \right) \right] + 2 (1 - \rho) U \left( \frac{F^N + (D - F^N) \gamma \theta}{2} \right) \right\} + (1 - \nu) \left\{ \rho \left[ U \left( \tilde{F} \right) + U \left( D - \tilde{F} + 2\tilde{T} \right) \right] + 2 (1 - \rho) U \left( \tilde{F} + \frac{(D - \tilde{F}) \gamma \theta}{2} \right) \right\} .
\]

Hence,

\[
\tilde{W} - W^N = (1 - \nu) \left\{ \rho \left[ U \left( \tilde{F} \right) + U \left( D - \tilde{F} + 2\tilde{T} \right) \right] + 2 (1 - \rho) U \left( \tilde{F} + \frac{(D - \tilde{F}) \gamma \theta}{2} \right) \right\} .
\]
Suppose that \( R \theta \) arbitrarily close to 1 then \( \tilde{W} - W^N < 0 \). Hence, since

\[
\frac{d}{dR \theta} \left( \frac{\tilde{W} - W^N}{\theta} \right) = (1 - \nu) \rho \left( F^N - \tilde{F} \right) U' \left( D - \tilde{F} + 2 \tilde{T} \right)
\]

is monotonically increasing in \( R \theta \) and from the monotonicity of \( U(\cdot) \), there is a cutoff value of \( R \theta \) such that \( \tilde{W} - W^N \) is positive. Hence, \( R \theta \) below this cutoff is a sufficient condition for existence.

(d): A profitable separating deviation is a contract \((\tilde{F}, \tilde{T}, \tilde{F}, \tilde{T})\) offered to all banks such that both \( \emptyset \)-banks and \( \emptyset \)-banks are attracted, that is:

\[
\tilde{\Pi}(\emptyset) = \left( D - \tilde{F} \right) (R \theta - 1) - \tilde{T} \geq \Pi^N(\emptyset) = \left( D - F^N \right) (R \emptyset - 1),
\]

\[
\tilde{\Pi}(\emptyset) = \left( D - \tilde{F} \right) (R \emptyset - 1) - \tilde{T} \geq \Pi^N(\emptyset) = \left( D - F^N \right) (R \emptyset - 1),
\]

and the incentive compatibility constraint (4) is satisfied.

Since the authority’s welfare maximization leads to a minimization of the profit of the banks, \( \tilde{F} \) and \( \tilde{T} \) are as high as possible hence

\[
\tilde{F} = \left( F^N - \tilde{F} \right) (R \emptyset - 1), \tag{25}
\]

and

\[
\tilde{T} = \left( F^N - \tilde{F} \right) (R \emptyset - 1). \tag{26}
\]

From the incentive compatibility constraint (4), we have

\[
\tilde{\Pi}(\emptyset) = \left( D - \tilde{F} \right) (R \emptyset - 1) - \tilde{T} \geq \left( D - \tilde{F} \right) (R \emptyset - 1) - \tilde{T}.
\]

We rewrite this constraint as

\[
\tilde{\Pi}(\emptyset) = \left( D - F^N \right) (R \emptyset - 1) \geq \left( D - F^N \right) (R \emptyset - 1) + \left( D - \tilde{F} \right) R (\emptyset - \emptyset).
\]

We can then substitute the expression of \( \tilde{\Pi}(\emptyset) \) and \( \tilde{\Pi}(\emptyset) \) with the taxes (25) and (26). This gives

\[
\tilde{\Pi}(\emptyset) = \left( D - F^N \right) (R \emptyset - 1) \geq \left( D - F^N \right) (R \emptyset - 1) + \left( D - \tilde{F} \right) R (\emptyset - \emptyset) \Leftrightarrow
\]

\[
\left( D - F^N \right) R (\emptyset - \emptyset) \geq \left( D - \tilde{F} \right) R (\emptyset - \emptyset) \Leftrightarrow
\]

\[
\tilde{F} \geq F^N
\]

which contradicts the condition requiring that the tax is positive for low-type banks.

Notice that a deviation with the optimal second-best (separating) contracts under integrated regulation in Proposition 1 would not attract any banks since profits would be lower than the one in the Nash equilibrium for all types of banks, see Part (ii) of Proposition 3.
C Optimal regulation without competing regulators: Complete information benchmark

Under complete information and in the absence of regulatory arbitrage, as the regulator is able to observe the bank efficiency parameter in the economy, it can directly allocate banks to the regulatory scheme based on their type so that the incentive compatibility constraints can be ignored.

The problem of the regulator $j$ in this case is to maximize $W_j$ given by (8), with respect to $(F_j, T_j, T_j)$ subject to (2) and (3).

Since the welfare of the authority is decreasing in the bank profit, the participation constraints of banks will be binding. Substituting the expression of the taxes in (8), the optimization problem of the authority is solved for $(F_j, T_j)$.

We denote with a superscript $\ast$ the optimal regulatory contract in this configuration and we drop the subscript $j$ since we consider a single country.

**Proposition C.1** The regulatory contract offered when a regulator does not compete for attracting banks to its jurisdiction under complete information is such that

(i) the less efficient bank faces more stringent liquidity requirement than the efficient one: $F^* > T^*$, under Assumption 1, where

$$\rho U'(F^*) + (1 - \rho) (1 - \gamma \theta) U'(D - F^*) \gamma \theta = \rho R \theta U'(D - F^* + T^*),$$  \hspace{1cm} (27)

and

$$\rho U'(F^*) + (1 - \rho) (1 - \gamma \theta) U'(D - F^*) \gamma \theta = \rho R \theta U'(D - F^* + T^*);$$  \hspace{1cm} (28)

(ii) the less efficient bank faces a lower but positive tax level than the efficient one: $0 < T^* < T^*$ where

$$T^* = (D - F^*)(R \theta - 1)$$  \hspace{1cm} (29)

and

$$T^* = (D - F^*)(R \theta - 1);$$  \hspace{1cm} (30)

(iii) all types of banks expect zero profits: $\Pi^* = \Pi^* = 0$.

Proposition C.1 describes the properties of the optimal regulatory contracts when there are no informational frictions and banks cannot choose their regulator. In this environment, the efficient bank is allowed to take more risks than the inefficient one in order to exploit its ability

---

This can be easily seen by substituting $T = (D - F)(R \theta - 1) - \frac{1}{\rho} \Pi(\theta)$ and $T = (D - F)(R \theta - 1) - \frac{1}{\rho} \Pi(\theta)$ in the objective of the public authority.
to generate better returns from the risky assets. However, profits generated when no liquidation occurs by the two types of banks are fully taxed leaving the banks with zero profits. Since an efficient bank generates more profits than an inefficient one from the same investment and is allowed to take more risks, it will be subject to higher taxes in order to bring back its profits to zero.

\[32\] Notice that this ranking is valid under Assumption 1, which is not required to obtain the ranking under incomplete information. This is the natural case to consider under complete information.