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Abstract

Variable selection is an important question for policy evaluation when identifica-

tion of the treatment effect relies on a conditional-on-observables strategy. Recent

advances in variable selection methods, such as the Lasso, have been deemed use-

ful for the econometrics of policy evaluation. The Lasso approach focuses on the

computational feasibility of exhaustive model selection borrowing from procedures

developed in a high-dimensional context. However, it has been seldom applied in

policy evaluation works because it raises other difficulties such as the choice of a

parameter that sets the trade-off between fit and sparsity. Two Lasso-based treat-

ment effect estimators are reviewed and compared on an empirical application, on

which they perform well. This paper also illustrates the pitfalls of variable selection

in a policy evaluation context.†
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I Introduction

Model selection and parsimony amongst explanatory variables are traditional sci-

entific problems that have a particular echo in statistics and econometrics. They have

received growing attention over the past decade, as high-dimensional datasets have be-

come increasingly available to statisticians in various fields. But even with a small

dataset, one can be quickly faced with a high-dimensional problem, for example when

doing series estimation of a non-parametric model. In practice, applied econometricians

often select features amongst a large design matrix by trial and error, guided by their

intuition and report results based on the assumption that the selected model is the true.

These results are often backed by further sensitivity analysis and robustness checks.

However, the variable selection step of empirical work is rarely fully acknowledged and

post-selection inference lacks uniformity. Leamer (1983) was one of the first economet-

ric papers to address this problem. For a modern presentation, see Leeb and Pötscher

(2005, 2006) and, in the context of policy evaluation, Belloni et al. (2014a).

This is particularly problematic in models that rely on a conditional-on-observables

identification strategy for estimation, as it has been the case in a wide range of topics,

including the labour market (LaLonde, 1986), development economics (Jalan and Raval-

lion, 2003), monetary policy (Angrist et al., 2013), to name a few. In policy evaluation,

estimation of the average causal treatment effect can rely on this type of assumption

and may require a careful selection of the set of regressors to include in the model. For

ease of exposition purpose, let me introduce the Rubin causal framework (Rubin, 1974).

The quantity of interest is the effect of a treatment denoted D which is equal to 1 if

the individual is treated and 0 otherwise. The potential outcomes with and without the

treatment are denoted Y1, Y0. The predicament in estimating the treatment effect is

that one never observe both outcomes, but only Y = Y0 + D(Y1 − Y0). The outcome

which is not observed is called the counterfactual. Several estimands are of interest in

empirical applications but the most common are the Average Treatment Effect (ATE)

defined as ∆ATE = E(Y1−Y0) and the Average Treatment Effect on the Treated (ATT)

defined as ∆ATT = E(Y1 − Y0|D = 1). The behaviour of the agent makes estimation

of such quantities difficult because it is reasonable to assume that agents self-select into

the treatment, which is no longer exogenous to its outcomes and makes identification

difficult.
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The main challenge in this literature is to find a plausible estimate of the counterfac-

tual. A central assumption to ensure identification of the quantities of interest in many

empirical policy evaluation works is the Conditional Independence Assumption (CIA)

or Selection on Observables:

Y1, Y0 ⊥⊥ D|X (1)

This assumption states that conditionally on a set of well-identified observed covariates

or confounding factors X, taking the treatment is independent of both potential out-

comes. It implies that observations that are close in terms of X can be treated as having

come from a randomized experiment. Hence, it is as if the treatment is exogenous and

causal identification is possible since both potential outcomes are unaffected by being

treated or not. Several estimators used in policy evaluation works rely on this assump-

tion or on slightly weaker versions of it, such as OLS or Matching techniques. For a

survey of policy evaluation methods see Imbens and Wooldridge (2009) and in French,

Givord (2010), and see Imbens and Rubin (2015) for a textbook treatment.

However, this assumption appears to be fragile and results may be highly dependent

on selecting the right set of covariates X to be included in the right-hand side of the

regression equation. In practice, researchers are faced with datasets containing a large

number of covariates, possibly even more than observations. They have two main prob-

lems: (1) the choice of the functional form, which is either dictated by the support of

the outcome of interest or by simplicity (linear), (2) selection of the covariates, which

is performed relying on economic theory or ad-hoc procedures. On the one hand, if

variable selection is performed badly, the CIA may not hold and inference may not be

valid. On the other hand, even if the correct set of covariates is used but the model is

badly specified, inference will also suffer.

To deal with the model selection problem (in the widest sense) in a rigorous frame-

work and overcome the shortcomings of usual methods like OLS, several methods have

been developed. Traditional methods using information criteria (e.g. the BIC or the

AIC) for exhaustive model selection are not computationally feasible as I will illustrate

later. Fairly recently, a lot of attention has been devoted to estimators that penalize

non-zero coefficients in a way that makes computation easier, namely with a convex

function. Most of the time, the high-dimensional setting is used, even though this is

not necessary. The most famous of these estimators is the Lasso (for Least Absolute

Shrinkage and Selection Operator) of Tibshirani (1996) that uses the `1-norm. Proper-
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ties and extensions of the Lasso have been developed and studies for example in Candes

and Tao (2007); Van de Geer (2008); Bickel et al. (2009); Meinshausen and Yu (2009);

Lounici (2008); Zhao and Yu (2006); Zhang and Huang (2008); Chatterjee (2013).

Automatic variable selection methods and Lasso-type methods have been deemed

useful in the policy evaluation literature, even though they have seldom been applied

due to several difficulties. Firstly, Belloni et al. (2014a,b) highlight the danger of se-

lecting controls by only considering the outcome equation and propose a three-step

procedure where Lasso selection is made firstly (1) on an equation where the treatment

indicator is regressed on a set of controls, secondly (2) on an equation where the outcome

variable is regressed on the same set of controls. Then, in a final step (3) the outcome is

regressed on the treatment controlling for the union of the selected variables in both (1)

and (2). This method helps selecting more controls and guards against omitted variable

biases much more than a simple “post-single-selection” estimator, as it is usually done

in the literature where only step (2) is used. This method is relatively simple. Farrell

(2015) extends this approach by allowing for heterogeneous treatment effects, proposing

an estimator that is robust to either model selection mistakes in propensity scores or

in outcome regression, and dealing explicitly with a discrete treatment that is a more

common setting in the policy evaluation literature.

Belloni et al. (2014b); Farrell (2015) and references cited earlier make a compelling

case for dealing with model and covariate selection much more carefully in empirical

work. The estimators they proposed have appealing theoretical properties. However,

Lasso methods raise problems that are not yet fully understood, such as the trade-off

between sparsity and fit. For example, the theoretically optimal penalty choice in Bickel

et al. (2009) depends on unknown quantities such as the variance of the error terms that

needs to be estimated. Other classical methods in Statistics can also be used but they

do not necessarily belong to the applied economist’s toolbox. The aim of this paper

is to present these modern variable selection tools to the econometrician interested in

evaluation of public policies in an intuitive way. It investigates the sensitivity to the

penalty level using the dataset of LaLonde (1986) and shows that these tools perform

well.

Section II recalls the main intuitions and ideas from recent advances in variable

selection that come from the modern Statistics literature. I present a simple model
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that nevertheless allows me to display the main intuitions, which remain valid in more

complicated models. Section III presents two treatment effect estimators that rely on

`1-penalized procedures. Section IV presents a short simulation study comparing several

estimators. Section V presents an empirical application to compare the main estimators

and illustrate their main advantages and difficulties.

II A Brief Introduction to Variable Selection Methods

To deal with the model selection problem in a rigorous framework and overcome the

shortcomings of usual methods like OLS in terms of variable selection especially in a

high-dimension context, several methods have been developed. This section is a brief

introduction to the problem and offer intuitive examples before returning to the policy

evaluation context.

II.1 Combinatorial Methods vs. `1-penalization

Consider the following linear regression model with the usual assumptions:

Model II.1 (Linear Model)

yi = xTi β + εi, ∀i = 1, .., n (2)

where yi is the observed dependent variable for individual i, xi is the (column) vector

of p observed random regressors, β is the p × 1 deterministic vector of coefficients and

εi is the residual. For convenience, define the n× p matrix X :=
(
xT1 , ..., x

T
n

)
. Assume

(yi, xi) to be iid and E(εi|xi) = 0.

The high-dimensional case arises when p > n, in which case the OLS estimator can-

not be computed. A classical example in genomic is the detection of genes responsible for

obesity, in which case n the number of patients can be a few hundreds while there may

be p = 3000 genes to consider. For the applied econometrician, this problem may arise

even if p ≤ n but p relatively large compared to n because XTX may be close to singular.

A convenient way to deal with high-dimensional models is to assume sparsity in β,

i.e. only s << n elements of β are non-zero. The set of non-zero components of β is

called its sparsity pattern : J (β) := {j : βj 6= 0}. In the gene case, it means that only

two or three genes are to be responsible for obesity and all others to have an insignificant

impact (i.e. to be outside the sparsity pattern). In a simple policy evaluation framework,
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one would be typically interested in estimating an equation of the type:

yi = diα+ xTi β + εi, ∀i = 1, .., n (3)

Where α is the effect of the treatment and xi a large vector of potential confounding

factors or transformations of them. Here, the CIA translates into E(εi|xi, di) = 0. Ac-

knowledging the variable selection step means that knowledge of J (β) is not assumed

but the uncertainty surrounding this set is also taken into account. In the not-so-large-

dimensional case, xi’s could be included in the right-hand-side of the equation, but the

variance of the estimator would blow up or the interpretation of some coefficients may

drastically change (see Berk et al. (2013)).

The traditional, combinatorial, way of selecting a sparse model would be to estimate

all the possible models that include only a given s number of variables by OLS and

take the one that gives the best fit (denoted by M?
s ). Do this for s = 1, ...,min(n, p).

Then compare models M?
1 , ...,M

?
min(n,p) using a criterion that penalizes the number

of variables included in the model such as the BIC of Schwarz (1978), i.e. solve the

following program where C(s) is a penalty function such as the AIC or BIC:

min
s

min
β:‖β‖0=s

{
n∑
i=1

(
yi − xTi β

)2}
+ C(s) (4)

However, this would require to estimate 2min(n,p) models by least squares, which isn’t

technically feasible as soon as the number of possible regressors becomes moderately

large. Indeed, this comes from the fact that non-zero elements are penalized by mean

of the `0-norm which isn’t convex. Fairly recently, a lot of attention has been devoted

to estimators that penalize non-zero elements of β in a way that makes computation

easier, namely with a convex function. The most famous of these estimators is the

Lasso of Tibshirani (1996) that uses the closest convex function - the `1-norm. The

Lasso estimator is defined as the result of the following minimization program (λ > 0):

β̂λ ∈ arg min
β

n∑
i=1

(
yi − xTi β

)2
+ λ‖β‖1 (5)

λ sets the trade-off between a good fit and a sparse solution. When λ = ∞, the

solution will be β̂∞ = 0p. When λ = 0, the solution will be the OLS estimator if it

can be computed β̂0 = β̂OLS . Between these two values, a typical Lasso estimator will

give a solution which is sparse in the sense that several component of the estimated

vector β̂λ will be exactly zero. Computing the whole path
{

(λ, β̂λ), λ > 0
}

can be
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computationally greedy but efficient algorithms have been developed in Efron et al.

(2004) and are available in usual statistical software such as R and Stata. Figure 1

plots an example of the Lasso regularization path as the penalty shrinks to zero (OLS

solution, at the far right). This type of plot can provide an helpful guide when setting the

penalty level, especially in a context where only raw variables (and not hard-to-interpret

transformations of them) are included in the set of regressors.

Figure 1: Lasso Regularization Path: an Example
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Note: LASSO path for the 1978 income regression using all the raw covariates. Data taken from the Lalonde

(1986). The value of the coefficients are plotted against |β̂λ|/|β̂OLS |.

In a nutshell, the Lasso has gained success from three of its properties: it is well-

defined in a high-dimensional setting p > n, it gives an exactly sparse solution and it is

computationally efficient.

II.2 The Lasso: a Toy Example

This section presents the simple case of the Gaussian sequence model to illustrate

how the Lasso works. It is taken from Tsybakov (2008, p. 164).

Model II.2 (Homoscedastic Gaussian Linear Model)

Consider the regular linear model in its vectorial form:

Ỹ = Xβ + ε, ε ∼ N
(
0, σ2In

)
, ε ⊥⊥ X (6)

Assumption II.1 (ORT)
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The design matrix has the following property:

1

n
XTX = Ip (7)

This assumption means that the covariates are all uncorrelated to each other. This is

of course a very strong assumption but in modern versions of the Lasso, it is relaxed and

replaced by something less restrictive. Pre-multiplying the model by XT /n transforms

the regression problem into a signal-noise detection problem:

Model II.3 (Gaussian Sequence Model)

yj = βj + ξj , ξj ∼ N
(

0,
σ2

n

)
(8)

Under the (ORT) assumption, the Lasso program is equivalent (up to a constant) to

the following program:

min
β

p∑
j=1

(yj − βj)2 + λ

p∑
j=1

|βj | (9)

And the following result gives the intuition of the Lasso, viewed as the soft-thresholding

estimator:

Theorem II.1 (Soft-Thresholding Estimator)

The solution of the minimization program (9) is given by the soft-thresholding estimator:

β̂j =

(
1− λ

2|yj |

)
+

yj (10)

Proof. A term-by-term minimization gives the result. From the square term: β̂j and yj

will always have the same sign otherwise there is another βj that minimizes the function.

Hence, if βj 6= 0 the following first-order condition arises:

βj = yj −
λ

2
sign(yj)

At this point, the objective function takes the value
(
λ
2

)2
+λ|yj − λ

2 sign(yj)|. At βj = 0

the function take the value y2j and consequently the solution is:

β̂j = 0, if |yj | <
λ

2

β̂j = yj −
λ

2
sign(yj), if |yj | ≥

λ

2
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Two main observations must be made from this result. The first one is that the

Lasso works as a thresholding estimator, i.e. relatively small values of the coefficients

are set to zero. The larger the penalty level λ, the more coefficients will be set to zero.

The second thing is that the Lasso necessarily induces a bias, contrary to the hard-

thresholding estimator or the BIC estimator. This bias could be removed by running an

OLS estimation on the set of variables detected as having a non-zero coefficient. Such

an estimator is called Post-Lasso, or in general Post-selection estimator and has been

studied in Belloni and Chernozhukov (2013). The Gaussian form of the error terms

allows to use simple concentration inequalities, and easily yields results on the variable

selection properties of the Lasso (i.e. the Lasso selects the true sparsity pattern with

high probability). I am using the example in Tsybakov (2014) for this result. In many

“true” applications, a sparsity assumption is first required. This is not strictly necessary

to prove Theorem II.2 in this very simplistic case, but variable selection would not be

useful if all variables had a non-zero coefficient!

Assumption II.2 (Sparsity)

The true sparsity pattern J (β∗) contains s < n elements.

Now the variable selection property of the Lasso follows:

Theorem II.2 (True Sparsity Selection Property)

Assume that ∀j ∈ J(β∗), |βj | > λ and set λ = 2σ
√

2 log(p)/n. With probability greater

or equal to 1− 1/
√
π log(p):

J(β̂) = J(β∗) (11)

Proof. Consider the following event:

A =
{
|yj − β∗j | < λ/2, j = 1, ..., p

}

P(A) = P(|ξj | < λ/2, ∀j = 1, ..., p)

= 1− P
(

max |ηj | >
√

2 log(p)
)

≥ 1− 1√
π log(p)

.

with ξj = σηj/
√
n, ηj ∼ N (0, 1) and using lemma A.2. Now show by double inclu-

sion that on this event, the two sparsity patterns coincide.
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If j ∈ J(β̂), |yj | > λ/2 then on the event A:

|β∗j | ≥ |yj | − |yj − β∗j | > 0

Hence, j ∈ J(β∗).

If j ∈ J(β∗), |βj | > λ then on the event A:

|y∗j | ≥ |β∗j | − |yj − β∗j | > λ/2

Hence, j ∈ J(β̂). Hence, on A, J(β̂) = J(β∗).

Two main observations must be made from this result. Firstly, the good news: the

Lasso selects the true sparsity pattern with high probability. It is convenient because

the Lasso is much easier to compute than the BIC and even if it is biased, at least it

has good selection properties. Now the bad news: to ensure this property, λ the penalty

term, is set to a value which is unknown is most empirical applications because the true

variance of the error terms is unknown.

II.3 More General Cases and Extensions: a Literature Review

The previous section exposed the main advantages and problems regarding the Lasso

estimator in a very simple case, made possible using the (ORT) assumption. These fea-

tures however exist in more generic cases and several papers documented and extended

them, using less restrictive assumptions.

A excellent textbook treatment of the application of Lasso and related methods can

be found in Hastie et al. (2009). A more advanced and theoretical treatment can be

found in Buhlmann and van de Geer (2011). For a presentation of the use of the Lasso

in an economic context see Belloni and Chernozhukov (2009); Fan et al. (2011), and

particularly in a policy evaluation context see Belloni et al. (2014a).

The selection and estimation properties of the Lasso and related `1-penalized regres-

sions have been studied in numerous statistical papers, including Zhao and Yu (2006);

Candes and Tao (2007); Van de Geer (2008); Meinshausen and Yu (2009); Bickel et al.

(2009); Huang et al. (2010) and references therein. Some of these references have shown

that the sparsity pattern of the Lasso estimator is only asymptotically identical to the

true sparsity pattern under restrictive necessary conditions that are likely to be vio-

lated, jeopardizing the Lasso selection properties. Two of them are particularly fragile.
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The first one is a so-called irrepresentable condition (Buhlmann and van de Geer, 2011,

Section 7.5) that restricts the correlation between the covariates. An investigation of

the topic and adequate relaxations have been proposed in Meinshausen and Yu (2009).

Another one is the so-called beta-min condition (Buhlmann and van de Geer, 2011, Sec-

tion 7.4) that requires the absolute value of all the non-zero coefficients to be above a

certain threshold. The impossibility to detect small coefficient threatens the validity of

inference particularly for post-selection estimators as described in Leeb and Pötscher

(2005).

It is to be noted however that the econometric literature has switched its focus from

good variable selection to adequate approximation of nuisance parameters such as con-

trol functions, propensity scores or outcome equations, see Belloni et al. (2014b,a, 2012).

For example, in Farrell (2015), the Lasso is used because it can predict well the outcome

equations and the propensity scores which is what matters for the chosen treatment

effect estimator to work well. In the spirit of the econometric literature that highly

values parsimony regarding assumptions on Data-Generating Processes (DGP), these

results have also been extended in the non-parametric, non-Gaussian cases with mild

assumptions regarding the DGP, for example in Belloni et al. (2012, 2014b).

Another departure from the traditional Lasso is the relaxation of the exact sparse

structure of the model as embodied in Assumption II.2. Instead of assuming that the

vector of coefficients is exactly sparse (i.e. has a small number of non-zero elements), a

more general assumption introduced notably by Belloni et al. (2012) is that the vector

of coefficients can be decomposed into two components: a sparse component and a small

component. The second component is small in the sense that its `1-norms decays to zero

as the sample size grows but is never exactly zero. The approximate sparse structure

occurs in many possible cases and is relatively rich. The Lasso also performs well in this

case.

The optimal penalty choice is another prominent issue that arises with the use of the

Lasso. It will be illustrated latter in this paper, but I can nonetheless refer the reader

to several key papers in Statistics. In theory, the optimal choice given for example in

Bickel et al. (2009) depends on unknown quantities such as the variance of the error

terms. Consequently, the optimal Lasso is infeasible. The dominant approach to make

the Lasso feasible is given in Belloni et al. (2012); Belloni et al. (2014) and uses an iter-
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ative procedure. The square-root Lasso is a nice alternative to circumvent the problem

posed by the Lasso in the sense that the optimal penalty choice does not depend on

the variance of the error term. It has been developed by Belloni et al. (2011). Along

this line, Gautier and Tsybakov (2011); Lederer and Müller (2014) use more complex

estimators that are more or less tuning-parameter free.

This section reviewed two methods for selecting variables in a regression model: the

combinatorial approach or the `0-penalized approach, and the `1-penalized approach.

They both perform well in terms of variable selection. They differ, however, in their

feasibility: the combinatorial approach cannot be used as soon as the number of re-

gressors is too large1. The Lasso, while being much more efficient, introduces a bias

which can be removed. This is why it is the dominating approach. Next section reviews

two contributions that use `1-penalized estimators to select the confounding factors in

a policy evaluation context.

III Confounding Factors Selection for Treatment Effect

Estimation

Sections III.1 and III.2 present the contributions of Belloni et al. (2014b) and Farrell

(2015) respectively. Section III.3 deals with the delicate question of the penalty-level

choice and review alternative selectors for which the optimal penalty level choice problem

isn’t as acute.

III.1 The Post-Double-Selection Estimator of Belloni et al. (2014b)

Belloni et al. (2014b) propose an estimator of the ATE that is robust to model

selection mistakes in a semi-parametric framework. It is applicable when there are a

very large number of covariates, possibly more than observations. The next section

describes the model and the following one dives slightly deeper in the assumptions. The

reader can skip this second section at first read.

III.1.1 Model and Estimation Strategy

The model is given by the outcome equation and the treatment equation :

1Some authors have tried, see for example Sala-i Martin (1997), but it is not a very convenient solution!
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Model III.1 (BCH)

Yi = Diα0 + g(Zi) + ξi (12)

Di = m(Zi) + vi (13)

In this model, Zi are raw covariates that enter on both right-hand sides of the

equations through unknown functions g(.) and m(.). The implicit assumption is that

when these covariates are included in the equations with the right functional form, there

is no endogeneity concern, as the authors assume E(ξi|Di, Zi) = 0 and E(vi|Zi) = 0.

It is an assumption that is similar albeit weaker than the CIA. This is their central

identification assumption. The parameter of interest is α0 the ATE of Di, which is

homogeneous. Linear combination of control terms Xi = P (Zi) are used to approximate

g(.) and m(.):

Model III.2 (Linear BCH)

Yi = Diα0 +XT
i βg0 + rgi + ξi (14)

Di = XT
i βm0 + rmi + vi (15)

This model is assumed to be approximately sparse in the sense that only a small

number of elements in βg0 and βm0 are needed to be different from zero in order to make

both remainder terms rgi and rmi small.

Their method follows a three-step approach:

(1) Control variables that are useful for predicting the treatment are selected from a

Lasso regression of Di on the whole set of covariates. This step helps identifying

confounding factors.

(2) Control variables that are useful for predicting the outcome are selected from a

Lasso regression of Yi on the whole set of covariates, excluding the treatment.

This step is aimed at capturing the main determinants of the outcome.

(3) In the final step, the ATE α0 is estimated by a linear regression of Yi on Di and

the union of the selected controls from the first two steps.

At each selection steps (1) and (2), a regular linear Lasso is used. Their method

has several strengths. The first one is that is it relatively simple in the case of a linear
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model. Selection for step (1) and (2) is assumed to be performed using the Lasso and

model selection properties of their method is proven using this selector. Moreover, using

not only step (2) as it is often done in the literature, but also step (1) helps selecting

more controls and guards against potential omitted variables biases much more than a

simple “post-single-selection” estimator. The intuition is as follows: imagine performing

variable selection over Xi by running a regression of Yi on Di and Xi and excluding the

elements of Xi for which the t-stat is too low. Assume that some relevant elements of

Xi in the equation of Yi are also very correlated to Di. Then you might miss them

using the single-selection method because the information contained in those elements

of Xi is also contained in Di. And in the post-selection stage, inference regarding the

treatment effect will be distorted by the missing variable bias. However, assume now

that you run a regression of Di on Xi: those elements of Xi that were previously missed

because of their correlation to Di will be now selected because of their correlation to

Di ! This is a Frisch-Waugh-Lovell partialling-out procedure for model selection. A

graphical illustration from a Monte-Carlo experiment inspired by Belloni et al. (2014b)

is displayed in Figure 2. Section IV explores these issues in more depth.

Figure 2: The Dangers of Post-Single Selection Inference
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III.1.2 Assumptions and Main Results

This section goes through the main assumptions so as to provide an intuition and

open the black box of this model.

Assumption III.1 (Approximate Sparse Treatment Effects)

The authors consider the vector Xi = P (Zi) which is a p-dimensional transformation of

the raw covariates. It is assumed that there exist a natural number s ≥ 1 and βm0 and

βg0 such that:

m(Zi) = XT
i βm0 + rmi

g(Zi) = XT
i βg0 + rgi

with |βm0|0 ≤ s, |βg0|0 ≤ s and the empirical L2 norms of the remainder terms

rmi and rgi are bounded from above by C
√
s/n. C is a real positive number such that

|α0| ≤ C.

This assumption means that the functions g(.) and m(.) can be approximated by

only a few terms. It is equivalent to say that we can for example expand g(.) in the

spline basis and that only s terms will have a non-zero coefficients. A function that has a

sparse representation in one basis may not have it in another, even if both of them span

the same linear space. Of course, s should be smaller than n. This assumption allows

to consider a transformation of model III.1 which becomes linear and allows to use the

classical Lasso to deal with variable selection. The next condition is very technical and

allows to improve the consistency rate of the Lasso.

Assumption III.2 (Sparse Eigenvalues on the Gram Sub-Matrices)

This assumption that deals with the behavior of the empirical Gram matrix En(XiX
T
i )

is classical in the high-dimension literature. Indeed, when p > n, En(XiX
T
i ) is not

invertible and even if p ≤ n but p relatively large compared to n, En(XiX
T
i ) may be

close to singular. Hence usual estimators such a Ordinary Least Squares cannot be used.

Define the minimal and maximal m-spare eigenvalue of a semi-definite matrix M as:

φmin(m)[M ] := min
1≤|δ|0≤m

δTMδ

‖δ‖2

φmax(m)[M ] := max
1≤|δ|0≤m

δTMδ

‖δ‖2

A usual assumption in this literature is that φmin(m)[En(XiX
T
i )] > Cst > 0, i.e.

any Gram matrix from a sub-component of dimension m of Xi should be bounded away
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from zero. The Sparse Eigenvalues condition writes as follows:

There is an absolute sequence `n →∞ such that with a high-probability the minimal and

the maximal `ns sparse eigenvalues are bounded from above and away from zero:

κ′ ≤ φmin(`ns)[En(XiX
T
i )] ≤ φmax(`ns)[En(XiX

T
i )] ≤ κ′′

with 0 < κ′ ≤ κ′′ <∞.

This condition has been introduced and discussed by Bickel et al. (2009). It is a

more advanced condition than condition (ORT) from Section II but achieves the same

purpose: overcoming the singularity of the Gram matrix in high-dimensional models.

Finally, the last condition is concerned with moments of the model and is also very

technical. It allows notably to apply moderate deviation theorems from Jing et al.

(2003).

Assumption III.3 (Structural Moments)

There are absolute constants 0 < c ≤ C < ∞., and 0 < q < ∞ such that for (Ỹi, εi) =

(Yi, ξi) and (Ỹi, εi) = (Di, vi) the following conditions hold:

(1) E(En(|Di|q)) ≤ C, c ≤ E(ξ2i |Xi, vi) ≤ C and c ≤ E(v2i |Xi) ≤ C almost surely for

all i

(2) E(En(|εi|q))+E(En(Ỹ 2
i ))+ max

1≤j≤p
{E(En(x2ij Ỹ

2
i ))+E(En(x3ijε

3))} +1/E(En(x2ij)) ≤

C

(3) log p = o(n1/3)

(4) max
1≤j≤p

{En(x2ijε
2−E(En(x2ijε

2))+En(x2ij Ỹ
2−E(En(x2ij Ỹ

2))} + max
1≤i≤n

|Xi|2∞
s log(max(n,p))

n →

0

These conditions are relatively mild and can be made in a large number of settings.

Let us emphasize the condition on the growth of the number of regressors: log p = o(n1/3)

which his very mild. Now we are ready to state the main result of Belloni et al. (2014b):

Theorem III.1 (Post-Selection Inference on Treatment Effect)

If assumptions III.1, III.2 and III.3 hold, then the post-double-estimator α̂ satisfies:

σ̂−1n
√
n (α̂− α0)→d N (0, 1) (16)

where σ̂2n = En(v2i )
−1En(v̂2i ξ̂

2
i )En(v̂2i )

−1, ξ̂i =
√

n
n−ŝ−1(Yi − Diα̂ − XT

i β̂g), v̂i = Di −

XT
i β̂m and β̂m ∈ arg min

β
{En(Di −XT

i β)2 : βj = 0, ∀j /∈ Î} where Î is the set of indices

of selected covariates from the first two steps of the procedure.
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Here α̂ is of course the Treatment effect estimator obtained by the three-step ap-

proach described above. Note that if we have iid data and conditional homoscedasticity

on ξi, the estimator attains the semi-parametric efficiency bound of Robinson (1988).

The main take-away from the proposed estimator is that using double-selection by

considering both the outcome equation and the treatment equation helps reducing the

risk of making variable selection mistakes, compared to the usual approaches that only

use variable selection for the controls in the outcome equation. Circumventing the results

of Leeb and Pötscher (2005, 2006), this approach yields a uniformly valid inference

procedure for the ATE.

III.2 The Doubly-Robust Estimator of Farrell (2015)

III.2.1 Treatment Effect Estimation Strategy and Double Robustness

The estimator proposed by Farrell (2015) is directly geared towards estimation of

the treatment effect. It adopts the same point of view as Belloni et al. (2014b) in the

sense that it focuses on a sparse approximation of the control functions and not on good

selection of precise raw variables and uses the same variable selection techniques i.e.

the Lasso. Nevertheless, it builds on the Doubly-Robust approach to allow for an het-

erogeneous treatment effect and uses a Logit propensity score to deal with an explicitly

discrete treatment. These two features make it more appealing in the context of policy

evaluation.

Although the paper considers a multi-valued discrete treatment and also deals with

estimation of ATT, we consider the case of a binary treatment and focus on estimation

of the ATE to make the presentation simpler. We call Z the original set of covariates

and X = P (Z) a p-dimensional transformation of these raw covariates. We are in a

setting where we have an iid sample {(yi, di, zTi )}ni=1 of (Y,D,ZT ), where as in the rest

of this work, Y is the outcome of interest, D is the treatment and Z is a set of covariates.

We denote µt = E(Yt), for t = 0, 1 describing either the control group or the treated. In

this setting, µ1 − µ0 is the ATE. The outcome function and the propensity scores are

denoted by µ1(Z) = E (Y |Z,D = 1), µ0(Z) = E (Y |Z,D = 0) and pt(Z) = P(D = t|Z)

for t = 0, 1. The estimator of the ATE considered here is the Doubly-Robust estimator:

µ̂t =
1

n

n∑
i=1

1{di = t}(yi − µ̂t(zi))
p̂t(zi)

+ µ̂t(zi) (17)
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Following widespread empirical practice, the outcome functions are linear in the co-

variates and the propensity score is logistic.

The estimator proposed by Farrell (2015) also uses three steps that echo those of

Belloni et al. (2014b):

(1) Estimate the propensity score using the Logit-Lasso to select the right confound-

ing factors.

(2) Estimate both outcome equations using the Group-Lasso to select the main de-

terminants of the outcome both for the treated and the control groups.

(3) Estimate the ATE using the Doubly Robust estimator with the propensity score

obtained in (1) and outcome equations obtained in (2).

One of the nice feature of this estimator is its double robustness property. Indeed,

it is still consistent even if either the outcome equations or the propensity score is

ill-specified. The next section completes this more intuitive presentation and can be

skipped at first.

III.2.2 Assumptions and Main Results

To ensure good estimation of the quantities of interest two assumptions are required:

Assumption III.4 (Identification)

For t = 0, 1 and almost surely, Z,Pn obeys:

(1) (Mean independence) E(Yt|D,Z) = E(Yt|Z)

(2) (Overlap) P(D = t|Z = z) ≥ pmin > 0

This first part of the assumption is similar albeit weaker than the CIA and is very

common in this literature as we have argued before. The second assumption is necessary

to be able to use inverse weighing.

Assumption III.5 (Data-Generating Process)

For each n, Pn obeys:

(1) {(yi, di, zTi )}ni=1 is an iid sample of (Y,D,ZT ).

(2) The transformed covariates X have bounded support, with max
j=1,...,p

|Xj | ≤ X <∞

uniformly in n. Transformations may depend on n but not the underlying data

generating process.
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(3) E(|U |4|Z) ≤ U4, uniformly in n.

(4) min
j=1,...p;t=0,1

E(X2
jU

2) ∧ E(X2
j (1{D = t} − pt(X))2) is bounded away from zero,

uniformly in n.

(5) for some r > 0: E(|µ1(zi)µ0(zi)|1+r) and E(|ui|4+r) are bounded, uniformly in

n.

Theorem III.2 (Uniformly Valid Treatment Effect Inference)

Consider a sequence {Pn} of data-generating processes that obeys, for each n, the two

previous assumptions. Provided that the two following conditions hold:

(1)
∑n

i=1(p̂t(zi)− pt(zi))2/n = oPn(1) and
∑n

i=1(µ̂t(zi)− µt(zi))2/n = oPn(1)

(2)
[∑n

i=1 1{di = t}(p̂t(zi)− pt(zi))2/n
]1/2 [∑n

i=1 1{di = t}(µ̂t(zi)− µt(zi))2/n
]1/2

=

oPn(n−1/2)

Then:

sup
P∈Pn

∣∣∣∣PP [µt ∈ {µ̂t ± cα√V̂t/n}]− (1− α)

∣∣∣∣→ 0 (18)

where cα is the quantile of level 1− α/2 of a standard Normal variable.

The first interest of this theorem is that this confidence interval is uniformly valid

for all DGP, even though we have performed variable selection in previous steps. This

is again circumvents the results of Leeb and Pötscher (2005, 2006). However, the first

assumption of this theorem means that both the propensity scores and the outcome

equations are consistently estimated: in order to have the asymptotic normality for

the ATE estimator, both features of the model have to be well specified ! Hence, the

double robustness property does not translate to the asymptotic normality. This was

not the case to obtain consistency of the ATE, for which consistency of only one of

the two features is essential. If either one outcome equation or the propensity score is

ill-specified then there would still be asymptotic normality but there would remain a

bias.

III.2.3 Propensity Score and Outcome Equation Estimators

In order to satisfy the two higher-level conditions of Theorem III.2, the model has

to be specified more precisely. The propensity score is Logit:

log

(
p1(z)

p0(z)

)
= xTDγ +BD(x)
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and both outcome equations are linear:

µt(z) = xTY βt +BY
t (x), t = 0, 1

The terms BD and BY
t are approximations errors due to the parametric specification.

The approximate sparsity assumption in this context means that only a few number of

variables X are needed to make the bias small. The remainder of this section exposes

the main features of the estimators used for the outcome equations and the propensity

score.

Propensity Score Estimation The propensity score is estimated through a Logit-

Lasso which validity has been established in Van de Geer (2008). We denote γ the

coefficients associated with the propensity score:

γ̂ ∈ arg min
γ∈Rp

1

n

n∑
i=1

di log(1 + e−x
T
i γ) + (1− di) log(1 + ex

T
i γ) + λD

p∑
j=1

|γj | (19)

This program is similar to maximization of the log-likelihood except that non-zero

entries in γ are penalized by the `1-norm to end up with a sparse solution.

Outcome Equations Estimation We denote by β1, β0 the coefficients associated

with the outcome function in the treated and control cases. The outcome equations are

estimated using a Group-Lasso:

(β̂1, β̂0) ∈ arg min
β1∈Rp,β0∈Rp

1

n1

∑
i,Di=1

(yi− xTi β1)2 +
1

n0

∑
i,Di=0

(yi− xTi β0)2 +λY

p∑
j=1

√
β21,j + β20,j

(20)

This program is similar to the Lasso program we stated in Section II, but the penalty

somewhat differs. The use of this mixed `(1,2) penalty reflect the belief that across the

equations, the coefficients β1 and β0 are included in the same sparsity pattern. In other

words, it means that the predictors that are relevant to predict the outcome are as-

sumed to be the same across the treated and the control groups, which seems intuitively

reasonable. We refer the reader to Lounici et al. (2011) for a more advanced discussion

of this assumption.

Under several technical assumptions, both these estimators have good selection and

estimation properties that we will not state to keep the discussion clear, and abide by

all the conditions required to apply Theorem III.2.
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III.3 Considerations on the Tuning Parameter Choice

III.3.1 Theoretical Results: Infeasible Choices

As we have seen with the toy example of Section II, the Lasso suffers from the fact

that the penalty parameter λ has to be set in a very specific way to yield good properties.

As both Farrell (2015) and Belloni et al. (2014b) use the Lasso as their selection device,

this issue needs to be addressed.

In Belloni et al. (2014b) They consider a generic Lasso estimator with variable-

specific penalty loadings:

β̂λ ∈ arg min
β

n∑
i=1

(
yi − xTi β

)2
+ λ

p∑
j=1

lj |βj |

For step (1) - the selection step - yi would be replaced by di. The optimal choices for

the overall penalty parameter λ and the penalty loadings lj in each step that requires

selection are:

λ = 2c
√
nΦ−1(1− γ/2p) (21)

lj =
√

En(x2ijε
2
i )

Unfortunately, these choices are not available since εi, the residuals of a given equa-

tion, is not observed. Moreover, c is user-defined constant for which the authors give the

rule of thumb: c ≈ 1.1. γ is a confidence level that should be small: the authors give the

guideline γ ≈ 1/n∧.05. These choices seem arbitrary, but work relatively well in practice.

In Farrell (2015) The paper is interesting in this regard since the optimal penalty

choices are displayed and discussed. Intuitively, the penalty should be chosen so as

to dominate the noise. We refer the reader to Section III.2 for the expression of the

estimators. The optimal choices are:

λD =
2X√
n

(
1 + log(p ∨ n)3/2+δD

)1/2

λY =
4
√

2XU√
min(n1, n0)

(
1 +

log(p ∨min(n1, n0))
3/2+δY

√
2

)1/2
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for some strictly positive real number δD, δY . The double robustness property of the

treatment effect estimator must reduce the sensitivity to the penalty choice. However, it

is still not free of arbitrary choices for the constants δD and δY . Moreover, if estimating

X is easy by taking max
i=1,...,n;j=1,...,p

xij , estimating U is not since the residuals are not

observed.

III.3.2 The Usual Approach: Iterative Procedure

To overcome the infeasibility of these approaches, Belloni et al. (2012) (Lemma 11)

have developed an iterative procedure which is used in Farrell (2015); Belloni et al.

(2014b). We illustrate this algorithm in the case of Belloni et al. (2014b).

The penalty loadings are estimated by the following algorithm:

Set a small constant v > 0 and a maximal number of iterations K.

(1) Start by setting l
(0)
j =

√
En(x2ijy

2
i ), j = 1, ..., p. For step k, set l

(k)
j =

√
En(x2ij ε̂

(k)2
i ),

j = 1, ..., p.

(2) Estimate the model by Lasso using the overall penalty level as in equation 21

and penalty loadings found previously, to obtain β̂(k).

(3) Estimate the model by OLS only including variables contained in supp(β̂(k)), to

obtain ε̂
(k)
i .

(4) Stop if max
j=1,...,p

|l(k)j − l
(k−1)
j | ≤ v or k > K. Set k=k+1 and go to step 1 otherwise.

This procedure is asymptotically valid. However, applying it in practice requires

to be careful when choosing the starting values as we have found empirically that the

algorithm may get stuck in a sub-optimal interval. In practice, no more than five to ten

iterations are necessary to obtain stable penalty loadings.

III.3.3 k-fold Cross-Validation

A popular method amongst practitioners to find the optimal penalty level in Lasso-

type methods is to use k-fold cross-validation so as to estimate the Mean Squared Error

(or the expected classification error for discrete outcome variables) and minimize it. We

illustrate this procedure in the context of a generic linear Lasso estimator of the type:

β̂λ ∈ arg min
β

n∑
i=1

(
yi − xTi β

)2
+ λ‖β‖1
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(1) Randomly divide the dataset into k sub-samples and take a penalty level λ.

(2) For each of these sub-samples (denoted by j = 1, ..., k), do the following:

(a) Take out sub-sample j

(b) Estimate the model on the training sample constituted by the k−1 other

sub-samples, for the penalty level λ, to get βλ−(j)

(c) Compute the MSE or the classification error on sub-sample j using esti-

mated parameter βλ−(j)

(3) Combine the error’s estimates for each j = 1, ..., k sub-sample to obtain a single

number.

(4) Minimize in λ.

The procedure is acknowledged to work well in practice even though theoretical

justification has yet to be proven outside very simple settings. In practice, many authors

recommend using 5 or 10-fold cross-validation. See Hastie et al. (2009, p. 241) for a

more detailed presentation of the subject.

III.3.4 Tuning Parameter-Free Estimators

Other approaches have tried to overcome the penalty choice problem by modifying

the Lasso program in order to find an optimal solution which is free of any tuning pa-

rameter while keeping the appealing properties of the Lasso such as the kink that fixes

some estimated coefficients at zero.

In an heteroskedastic case, the main problem is that the optimal penalty level is

expressed as a function of the variance of the error term. Recall that in Theorem II.2,

the penalty level is set at λ = 2σ
√

2 log(p)/n. The econometrician however does not

know σ and could, for example, perform a two-step approach with a first estimate of

σ and then use the Lasso. This is the basis of the iterative approach we have seen. In

a slightly more general case, when the (ORT) assumption does not hold, the optimal

penalty level is such that λ ≈ σ‖XT ε‖∞/n. It is obvious that since the error vector ε is

not observed this optimal penalty choice is not feasible. The main approach to get rid

of this unknown variance is the Square-Root Lasso of Belloni et al. (2011), which solves

the following program:

β̂γ ∈ arg min
β

√
1
n

∑n
i=1

(
yi − xTi β

)2
√
n

+ γ‖β‖1 (22)
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The optimal γ choice in this set-up does not depends on σ, the standard deviation

of the error terms, and should be set in the following way: γ ≈ ‖XT ε‖∞/n. Intuitively,

dividing by
√∑n

i=1

(
yi − xTi β

)2
/n the square-`2 loss in the Lasso program cancels the

σ in the optimal penalty choice because
√∑n

i=1

(
yi − xTi β

)2
/n acts as an inherent es-

timator of σ. Gautier and Tsybakov (2011) also build along those lines.

In a promising new attempt to circumvent the tuning parameter choice, Lederer

and Müller (2014) proposes a Lasso-type estimator which is completely free of any arbi-

trary calibration, called TREX. Building on the square-root Lasso by finding inherent

estimators of the penalty choice, the idea is to use the following estimator:

β̂TREX ∈ arg min
β

∑n
i=1

(
yi − xTi β

)2
1
2 max
j=1,...,p

∑n
i=1 xi,j

(
yi − xTi β

) + ‖β‖1 (23)

The TREX is close to the Lasso with the optimal penalty choice and can outperform

cross-validated Lasso in terms of variable selection and computational efficiency. We

note however that this program isn’t convex and may entail computational difficulties.

Moreover, formal proofs of its efficiency have not been published yet.

These estimators could be used within the context of Farrell (2015) and Belloni et al.

(2014b) provided that they verify the required higher-level assumptions.

IV Simulation Study

This section illustrates the benefits of the double selection and the Lasso in a classical

policy evaluation setting, by a simple Monte Carlo experiment.

Model IV.1 (Monte Carlo Experiment: Data-Generating Process)

yi = diα+ xTi β + εi

di = xTi γ + vi

The sample size is n = 200. εi and vi are independent random variables of distribution

N (0, 1). di is of dimension 1. xi is a vector of dimension p = 150 independent of εi

and vi, and distributed as N (0,Σ) with Σjk = .5|j−k|. The treatment effect is set to be

null α = 0.

Two scenarios are considered:
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• An approximately sparse setting with coefficients: βj = (−1)j+1B/jb and γj =

(−1)jG/jg, j = 1, ..., p.

• An exactly sparse setting were the previous coefficients are set to zero except for

the first five coefficients that keep the same value as above.

The parameter of interest is the treatment effect α, while β and γ are nuisance

parameters. Both scenarios are relatively high-dimension in the sense that the number

of variables to be considered is proportional to the sample size. The first scenario is

more complicated to deal with because even though coefficients decay to zero, they are

not exactly zero, so selection is expected to be more uncertain. Several estimators of

the treatment effects will be of interest:

(1) An OLS estimator from the full model, including all the possible covariates.

(2) A post-single selection estimator, where a Lasso regression of yi on di and xi is

used to select relevant elements of xi.

(3) A post-double selection estimator as in Belloni et al. (2014b).

An OLS estimator of α in the model including all the covariates is expected to be

unbiased but with high-variance. A single post-selection estimator of α is likely to be

very biased but with low variance. The post-double selection should offer a better trade-

off. Results from the approximately sparse scenario are displayed in Figure 3 and results

from the exactly sparse scenario are displayed in Figure 4.

In both scenario, the post-double selection estimator offers a better bias-variance

trade-off than the other two. The estimator that uses all the covariates is imprecise, while

the single-selection estimator is very biased. The double-selection estimator performs

well even in a case where all covariates have a non-zero coefficient.

V Empirical Application

V.1 Presentation of the Dataset

This last section is an empirical illustration of the theoretical propositions of Belloni

et al. (2014b) and Farrell (2015) revisiting the famous LaLonde (1986) dataset. It is

concerned with analysis of the National Supported Work (NSW) demonstration which is

a transitional, subsidized work experience program targeted towards people with long-

standing employment problems: ex-offenders, former drug addicts, women who were
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Figure 3: Approximately Sparse Scenario
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Note: Treatment effect estimates densities. On the left panel the full model with p = 150 covariates is

considered. On the middle panel, single selection on equation of yi. On the right panel, double selection on

equation of yi and di. The purple curve is the Normal density of mean 0 and standard deviation equals to

the post-double selection asymptotic standard deviation. Results from a Monte-Carlo experiment replicated

10,000 times. Parameters are set as: B = 1, G = 2, b = g = 2. Sample size is n = 200.

Figure 4: Exactly Sparse Scenario
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long-term recipients of welfare benefits and school dropouts. The treated group gathers

people who were randomly assigned to this program amongst the population at risk

(n1 = 185). The interesting feature of this dataset is that two control groups are avail-

able. The first one is experimental: it is directly comparable to the treated group as

it has been generated by a Random Control Trial (RCT) (n0 = 260). The second one

comes from observationnal data: it is a sample from the Panel Study of Income Dynam-

ics (PSID) (n0 = 2490). Appendix B describes the data using charts and tables. The

aim of the paper by LaLonde (1986) is to investigate whether results from carefully de-

signed RCTs are reproducible using a selection-on-observables strategy on observational
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data. In the original paper, the answer appears to be negative, potentially implying that

selection into the treatment operates on unobservable characteristics. However, it might

also be the case that a missing variable bias remains or that the control function is not

well approximated. The interested readers are deferred to Dehejia and Wahba (1999,

2002); Smith and Todd (2005) for the controversy regarding econometric estimates of

nonexperimental causal studies that used LaLonde (1986)’s data: I merely use the data

as an illustration of the estimators we have presented in the paper.

Here, the quantity of interest is the ATT defined as the impact of the participation

into the program on 1978 yearly earnings in dollars: the specificity of the targeted pop-

ulation, people with longstanding employment problems who also suffer from intricate

socio-economic problems, implies that this program was never designed to be applied

to the whole U.S. labour force and that the ATE may not be a good indicator of its

effectiveness. The distribution of the outcome across treated and non-treated is given in

the left panel of Figure 9. It appears clearly that the control group earns overall more

than the treated. Considering however the substantial differences between those two

populations in terms of characteristics, it should not come as a surprise. If we take a

look at the middle panel of Figure 9 which plots an estimate of the distribution of the

difference between earnings in 1975 and 1978, we can see that the treated seem to have

enjoyed a larger wage increase. These two graphs are of course no evidence in favour or

against the NSW program since being part of the program is highly endogenous. Table

II shows the tremendous socio-demographic differences between the two groups and the

right panel of Figure 9 displays the schooling years distribution amongst the two groups.

V.2 Exhaustive Model Selection and Uncertainty Regarding ATT Es-

timates

The following exercise justifies the use of the selection devices advocated by Belloni

et al. (2014b) and Farrell (2015) by showing how wide the range of possible ATT esti-

mates can be depending on the model. For this, we estimate the ATT given by all the

possible models with variables taken amongst the 10 variables of the original dataset

(age, education, black, hispanic, married, no degree, income in 1974, income in 1975,

no earnings in 1974, no earnings in 1975 ) in two cases. The first case, echoing Belloni

et al. (2014b), is a linear regression model estimated by OLS. In this case, there are 210

possible sets of regressors to be included in the controls, so 210 possible values for the

ATT. The result is displayed in Figure 5. The second case, echoing Farrell (2015), uses
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a doubly-robust estimate of the ATT. In this case, there are 210 × 210 possible models

because two models have to be selected: the propensity score and the outcome functions.

Results are displayed in Figures 6.

Figure 5: Distribution of ATT estimates, by number of variables, linear estimator
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Note: Each boxplot shows the distribution of the ATT estimates for all models that include a given number

of variables, using a linear regression. The red dotted horizontal line gives the experimental ATT benchmark.

The x-axis unit is the number of variables included as controls in the right-hand side of the equation.

The value of $ -15,000, the difference between 1978 earnings for treated and control

individuals is a lower bound for the ATT. Indeed, it is the naive estimator that suffers

from a large downward bias because of the heterogeneity of the two groups. From Figure

5 it appears that there is a wide range of possible ATT estimates, depending on the num-

ber of variables to be included in the controls. Too few variables give an underestimated

ATT. Although the ATT estimate increases with the number of variables, the experi-

mental benchmark remains at the upper tail of the distribution. Moreover, in a usual

empirical application where there is no experimental benchmark, the econometrician

would not know how to select the ATT estimate just by looking at this chart. The same

exercise conducted with a doubly robust estimators yields similar conclusions (see Fig-

ure 6). In this case, we have estimated more than one million models. The distribution

of ATT estimated this way appear to be very roughly centered around the experimental

benchmark. By breaking down these estimates by the number of variables included in

the model, Figures 5 and 6 show how wide the range of possible ATT estimates can be
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Figure 6: Distribution of ATT estimates, by number of variables, doubly-robust estimator
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Note: Each boxplot shows the distribution of the ATT estimates for all models that include a given number

of variables, using a doubly robust estimator. The red dotted horizontal line gives the experimental ATT

benchmark. The x-axis unit is the sum of the number of variables included in the propensity score and the

number of variables included in the outcome functions.

depending on the size of the model. A clear conclusion can be drawn from both charts:

always including more variables in the model does not mean that the treatment effect

estimate will be more plausible ! Here, the median ATT estimates for models with 7 to

10 variables fall close to the experimental benchmark. Both these charts also call for

considering more flexible functional forms and potential transformations of raw covari-

ates as a way to improve the ATT estimation. These exercises give us a good sense on

how large the uncertainty regarding the ATT can be. On the other hand, the exercise

is feasible because we only have ten variables. The Lasso-like selection devices provided

by Belloni et al. (2014b) and Farrell (2015) must help in selecting a model that will give

the correct ATT estimate amongst all those possible values.

V.3 Comparison of Several Estimators

This section compares the performance of the estimators reviewed in section III on

LaLonde (1986) dataset. The R files for replications are available upon request. To allow

for a flexible model, we take the raw covariates of the dataset (age, education, black,

hispanic, married, no degree, income in 1974, income in 1975, no earnings in 1974, no

earnings in 1975 ), two-by-two-interactions between the four continuous variables and

29



the dummies, two-by-two interactions between the dummies and up to a degree of order

5 polynomial transformations of continuous variables. All in all, we end up with 172

variables to select from.

We focus on each of the following estimators of the ATT that corresponds to each

columns of Table I:

(1) The experimental estimator, obtained on experimental data from the RCT (bench-

mark).

(2) Farrell (2015) doubly-robust estimator from Section III.2, with penalty levels set

as δY = 2 and δD = 3 (author recommended values).

(3) Belloni et al. (2014b) post-double selection estimator relying on the Lasso as in

Section III.1 with the theoretical penalty level estimated by the iterative proce-

dure and tuning parameters set according to recommendations from the authors.

(4) An OLS estimation of the counterfactual with a Group-Lasso selection step for

the outcome equation. The penalty level is set in the same way as in (2). Here,

the outcome equation is assumed to be linear and the propensity score unknown

and not estimated.

(5) An OLS estimation of the counterfactual with a Lasso selection step for the

outcome equation on the control group. Then the counterfactual is an out-of-

sample estimate of the baseline outcome for the treated, using the parameters

estimated on the control group. The penalty level is set using 10-fold cross-

validation. Both (4) and (5) are single-post-selection estimators as described

(but criticized) by Belloni et al. (2014b).

(6) An Normalized Propensity Weighting (NPW) estimator (Imbens, 2004) where

the propensity score is selected via a Logit-Lasso step with penalty level chosen

as in (2) according to Farrell (2015)’s recommendation.

(7) An NPW estimator where the propensity score is selected via a Logit-Lasso step

with penalty level chosen by 10-fold cross validation.

Table I displays the results.
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Several observations must be made. The first one is a word of caution: bootstrapped

quantities are reported to provide a better sense of finite-sample behaviour of the esti-

mators. We use a fully non-parametric bootstrap. The confidence interval bounds come

from quantiles of the bootstrapped distribution. However, the validity of the usual non-

parametric bootstrap for Lasso estimators has been put into questions (see for example

Chatterjee and Lahiri (2011) and references therein). Nevertheless, the Lasso is only

used as a selection device here. The quantities of interest, the ATT estimators, are

post-selection estimators that are asymptotically normal, which increases confidence in

the bootstrap method employed here.

When compared to the benchmark experimental estimator, two estimators give a

good approximation of the ATT: Farrell (2015) and the Group Lasso for the outcome

equation, in columns (2) and (4). Farrell (2015) in particular seems well-suited to re-

produce these results. The good performance of columns (4)-(5) compared to columns

(6)-(7) can be interpreted as evidence that the outcome equation is well approximated

by a linear combination of transformations of the raw dataset, while a Logit modelling of

the propensity score does not work well. As we have seen, the estimator from column (2)

displays a double-robustness property which guards against one mistake in specification.

The somewhat disappointing performance of the post-double-selection estimator in

column (3) in comparison to the experimental benchmark and to Farrell (2015) esti-

mator could be due to two factors. The first one is the parametric assumption on the

treatment effect which is given by a coefficient in a linear regression as we have already

noticed. This is very restrictive. The second one is the linear selection step on the treat-

ment dummy: we have computed the same estimator but this time replacing a linear

Lasso selection step on the treatment dummy by a Logit-Lasso and found considerable

improvement, the ATT being estimated at $ 1,578. Consequently, we conclude that the

BCH procedure seems relatively adequate in the sense that the post-double selection

seems to work to select a small number of covariates, but the form of the selectors cho-

sen may be challenged. This is all the more acute as we had a hard time obtaining

convergence of the iterative algorithm for the treatment dummy explanatory variable

selection step.

It is to be noted however that the relatively good performance of the estimators

in columns (2), (4) and (5) must be questioned. Indeed, their bootstrapped variances
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appear to be huge, especially compared to the experimental benchmark and we must not

rule out that the fact that these estimators fall close to the experimental benchmark may

be due to luck. In particular, column (5) offers poor results: the point estimate of the

ATT is not even in the bootstrapped confidence interval ! This offers more evidence that

single-selection estimators are indeed not very reliable as already noted in Belloni et al.

(2014b,a). Table III gives further results, and notably offers a comparison with classical

policy evaluation estimators using a model that includes only the original covariates.

V.4 Further Investigation of the Tuning Parameter Choice

In the previous section, for all estimators, the tuning parameter was left unchanged.

Now we investigate the sensitivity of the ATT estimates to the tuning parameter.

Figure 7: ATT as a function of both penalty levels
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Note: Each square represents the ATT estimate corresponding the outcome functions selected with the

x-coordinate penalty level and the propensity score selected with the y-coordinate penalty level.

Figure 7 plots the doubly-robust estimator (referred to as (2) in the previous subsec-

tion) of the ATT as we change δY and δD, the penalty parameters levels for the outcome
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regression and propensity score in Section III.3.1 respectively. Both penalties move on

a grid that goes from 1 to 10 by .2 unit. Surprisingly enough, the results are found

to be relatively sensitive to the penalty levels, despite the double-robustness property

of the estimator. Indeed, it was expected that the double robustness would prevent

sharp jumps in the treatment effect estimated as the penalty level moves for one Lasso

estimator while it stays constant for the other. The maximum of the estimated ATT is

$ 5,126, the minimum $ 749 and the median $ 2,755.

Figure 8: ATT as a function of penalty levels for the Lasso counterfactual (left) and the

NPW with Logit propensity score (right)
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Note: The red vertical lines represents the cross-validation selected penalty level (on the left) and the

recommended value (on the right).

Figure 8 plots the ATT estimate with the linear estimator of counterfactual where

the model is selected using a Lasso on the control group (column (5) in Table I, left

panel in the Figure), and with the NPW estimator where the propensity score (column

(6)-(7) in Table I), as a function of the penalty level for each. The linear Lasso estimator

seems relatively sensitive to the chosen penalty level. At the left of the graph, the model

selects too many controls and the ATT estimate appears very volatile. Towards the right,

after the red line, the ATT estimate stabilises around the experimental benchmark but

nevertheless displays substantial sensitivity. The NPW estimator appears more stable

but very much biased.
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VI Conclusion

Policy evaluation requires careful model and covariate selection that could gain trans-

parency from more automatic procedures. Of course, these mathematical tools are not

designed to avoid sound economic reasoning, but rather to complete it. The Lasso-based

approach is emerging as a way to perform automatic model selection, approximate con-

trol functions when needed, and provide robust estimates of treatment effects. Borrowing

from the high-dimension literature, it focuses on the practical implementation of variable

selection and is computationally fast. In a policy evaluation context, the Lasso-based

estimators proposed by Belloni et al. (2014b) and Farrell (2015) appear to be of great

help when one needs to select amongst all possible models to come up with plausible

treatment effect. These post-selection estimators also have a nice uniform post-selection

inference property, which is a great solution to a problem that used to put econometri-

cians in a deadlock for decades. In spite of their appealing theoretical properties, the

difficulties posed by the choice of the tuning parameter cannot realistically be avoided.

As the empirical part of the paper has shown, Estimation of the treatment effect where

the outcome functions or propensity score estimation relies on `1-penalized selectors,

even if conducted in a doubly-robust context are very sensitive to the tuning parameter

choice for which no clearly-defined rule exists. Two alternative exist. On the one hand,

the iterative procedure to estimate the optimal penalty level seems to work relatively

well and in few iterations. The arbitrary parameters for which no rules exist but au-

thors’ recommendations provide a good start. On the other hand, cross-validation can

provide an interesting tool to set these tuning parameters but relies on the randomness

of the sample division.
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A Mathematical Tools

This section gather mathematical results that bear no interest in themselves but are

useful for several proofs.

Lemma A.1

If η ∼ N (0, 1), then ∀x > 0:

P(|η| > x) ≤
√

2

π

1

x
e
−x2
2 (24)

Proof. ∫ ∞
x

e−
u2

2 du ≤
∫ ∞
x

u

x
e−

u2

2 du =
1

x
e−

x2

2

Lemma A.2 (Gaussian Concentration)

If ηj ∼ N (0, 1), ∀j, then ∀p ≥ 2:

P( max
j=1,...,p

|ηj | >
√

2 log(p)) ≤ 1√
π log(p)

(25)

Proof. Applying the union bound and the previous lemma gives the result.
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B Data Analysis of LaLonde (1986)

Figure 9: Income and Education Distributions for Treated and Non-Treated
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Table II: Descriptive statistics (mean per group)

Group:

Treated Control

(D = 1) (D = 0)

Age 25.82 34.85

Education 10.35 12.12

Black 0.84 0.25

Hispanic 0.06 0.03

Married 0.19 0.87

No degree 0.71 0.31

Income 1974 2,095.57 19,428.75

Income 1975 1,532.06 19,063.38

Income 1978 6,349.15 21,553.92

No Income in 1974 0.74 0.09

No Income in 1975 0.60 0.10

Observations 185 2490
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C Empirical Application: Further Results
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