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Abstract

This paper deals with aggregation of estimators in the context of regression with
fixed design, with heteroscedastic and subgaussian noise. We relate the task of aggre-
gating a finite family of affine estimators to the concentration of quadratic forms of the
noise vector, and we derive sharp oracle inequalities in deviation for model selection
type aggregation of affine estimators when the noise is subgaussian. Explicit numerical
constants are given for Gaussian noise. Then we present a new concentration result
that is sharper than the Hanson-Wright inequality under the Bernstein condition on the
noise. This allows us to improve the sharp oracle inequality obtained in the subgaus-
sian case. Finally, we show that up to numerical constants, the optimal sparsity oracle
inequality previously obtained for Gaussian noise holds in the subgaussian case. The
exact knowledge of the variance of the noise is not needed to construct the estimator
that satisfies the sparsity oracle inequality.

1 Introduction

We study the problem of recovering an unknown vector f = (fi, ..., f,)7 € R™ from
noisy observations

Yi=fi+&  i=1,..n, (1.1)

where the noise random variables &1, ...,&, are zero mean, subgaussian random vari-
ables. We measure the quality of estimation of the unknown vector f with the squared
euclidean norm in R™:

IF— f13,

for any estimator f of f. When the noise random variables are normal, this is the Gaus-
sian sequence model, which has been extensively studied [20]. Several estimators have
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been proposed to recover the unknown vector f from the observations: the Ordinary
Least Squares, the Ridge regressors, the Stein estimator and the procedures based on
shrinkage, to name a few. Several of these estimators depend on a parameter that must
be chosen carefully to obtain satisfying error bounds. These available estimators have
different strengths and weaknesses in different scenarios, so it is important be able to
mimic the best among a given family of estimators, without any assumption on the
unknown regression vector f. The problem of mimicking the best estimator in a given
finite set is the problem of model-selection type aggregation, which was introduced in
[23, 29]. More precisely, let i1, ..., fins be M estimators of £ based on the data Y7, ..., Y,,.
The goal is to construct a new estimator or aggregate f with the same data Y7, ..., Y},
which satisfies with probability greater than 1 — e:

R 2
—f < min g - £+ 0
Ff|, = min i — £l + 0na(e),

where d,, () is a function of € that should be small. The above inequality is called
a sharp oracle inequality. Here, sharp means that the coefficient of the oracle risk
minj—y o ||ft; — £ Hg is 1, which is essential to derive minimax optimality results.

A first approach to mimic the best estimators in a given family is to use indepen-
dence by assuming that the estimators fi1, ..., fI, are independent of the observations
Y1, ..., Y, used for the aggregation step. For example, assume that two independent
samples (Y1,...,Y,,) and (Y7/,...,Y;) are available, with ¥; and Y; independent and
identically distributed for all ¢ = 1,...,n. Then one can use the sample Y7, ..., Y, to
construct the estimators fiy, ..., fips and use the independent sample Y7, ..., Y, to ag-
gregate them. For the aggregation step, conditionally on Y7, ...,Yas, the estimators
[i1, ..., bpr can be considered deterministic, thanks to independence. It is possible to
obtain such independent samples when the noise is Gaussian and the variance is known,
with sample cloning [28, Lemma 2.1], at the cost of a factor 2 in the variance of the
observations. However, this technique is specific to the Gaussian case and cannot be
used when the noise is only assumed to be subgaussian as in the present paper.

Among the procedures available to estimate f, several are linear in the observations
Y1,....Y,. It is the case for example of the Least Squares and the Ridge regressors,
whereas the shrinkage estimators and the Stein estimator are non-linear functions of the
observations. A description of the estimators that are linear or affine in the observations
is given in [11, Section 1.2], [1] and references therein. This linear behavior of the
estimators fi1, ..., fipy makes it possible to explicitly treat the dependence between the
estimators fi1, ..., fias and the data Yy, ..., Y, used to aggregate them. Leung and Barron
[22] studied the problem of aggregation of projection estimators, and derived sharp
oracle inequalities in expectation with a procedure based on exponential weights. Then,
Dalalyan and Salmon [11] and Dai et al. [9] gave insights on how to construct an
aggregate to mimic the best candidate among a set or affine estimators. Here we also
consider affine estimators. Let y = (Yi,...,Y,)T be the vector of observations. An
affine estimator is of the form fi; = A;y +b; for a deterministic matrix A; of size n xn
and a deterministic vector b; € R".

We consider in Section 3 that the variances of the noise random variables &1, ..., &,
are known and in Section 4 that an upper bound on the subgaussian norm of the noise
vector is known. We refer the reader to [16] and the survey [17] for the problem of
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estimating the unknown vector f when the variance of the noise is unknown, which is
outside of the scope of the present paper.

As in the papers [11, 9], we consider the problem of aggregation of M affine estima-
tors with a prior probability distribution 7y, ..., mas on the finite set of indices {1, ..., M }.
Prior weights is a common ingredient in deriving sharp oracle inequalities for model-
selection type aggregation [12, 10, 21, 4]. An example of such an oracle inequality
is (1.2) below. The use of sparsity-inducing prior weights is crucial to prove sparsity
oracle inequalities via sparsity pattern aggregation [25, 24, 9, 28]. When the noise is
Gaussian with variance o2, the following sparsity oracle inequality was shown in [9] for
an estimator [ and a design matrix X with p columns: with probability greater than
1 —2exp(—a),

115 < i, (1560 = 13 + ool 1o (2 ) ) + o
In the previous display, ¢,¢’ > 0 are absolute constants and |6]p denotes the number
of non-zero coefficients of 6. A similar result in expectation was shown in [25, 28],
also with the assumption that the noise random variables are normal. In Section 4, we
propose an estimator that achieves a similar sparsity oracle inequality in deviation, but
we only assume that the noise vector is subgaussian. It extends the previous results
[25, 24, 9, 28] to the subgaussian setting.

The papers [11, 9] derived different procedures that satisfy sharp oracle inequalities
for the problem of aggregation of affine estimators when the noise random variable are
Gaussian. Dalalyan and Salmon [11] proposed an estimator 1”" based on exponential
weights, for which a sharp oracle inequality holds in expectation:

1

Bt - a2 )< pin, (Bl - £1 + flo ). (12)
where [ is a constant proportional to the largest variance of the noise random variables.
This oracle inequality in expectation holds for 4F" under a commutativity assumption
on the matrices A;, which is enough to apply this oracle inequality to orthogonal pro-
jections on a set of coordinates. In the case where the matrices A; are not symmetric,
[11] achieved a similar oracle inequality by symmetrizing the affine estimators before
the aggregation step, which suggests that the symmetry assumption can be relaxed.
Although the estimator 4" achieves this inequality in expectation, it was shown in
[10] that this procedure cannot achieve a similar result in deviation, with an unavoid-
able error term of order y/n. In Dai et al. [9], a sharp oracle inequality in deviation is
derived for an estimator 9 based on Q-aggregation [10]. Namely, the estimator %
satisfies with probability greater than 1 — §:

~O)12 . N 2 2 1 1
f— @) < —f)5 + 402 Tr(A; log — log ~ 1.3
I a2l < min, (1~ 13+ 40°Tay) 4 plog ) 4 Glog . (1)
where § is a constant and the noise random variables are i.i.d. with variance ¢2. This
bound shows that it is possible to achieve oracle inequalities in deviation in the context
of aggregation of affine estimators. However the extra term 402Tr(A;) may be large
in common situation where the trace of some matrices A; is large. For example, if one
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aggregates the estimators i1 = A1y, ..., iy = Amy, for some positive real numbers
A, ...y Ayp with the uniform prior m; = 1/M for all j = 1,..., M, then the remainder
term 40°Tr(A;) in the above oracle inequality is of order o?n)\; for each j =1, ..., M,
which is large relatively to the optimal rate o log M. This term 402 Tr(A4;) makes the
previous oracle inequality suitable only for scenarios where the matrices A; have small
trace.

The contributions of the present paper are the following:

o We propose an estimator that satisfies a sharp oracle inequality in deviation with-
out the extra term proportional to >Tr(A;), under three different assumptions
on the noise. This is our main result and it is given in Theorem 3.1. Under the
three Assumptions 3.1 3.2 and 3.3, our estimator is suitable for situations involv-
ing matrices A; with large trace, and it recovers the optimal rate proportional to
log M when the uniform prior is used. Assumption 3.1 deals with heteroscedastic
Gaussian noise and then explicit absolute constants are provided for the sharp
oracle inequality. Under Assumption 3.2, the noise random variables are indepen-
dent and subgaussian, and the multiplicative constant § may be arbitrarily large
for noise random variables with pathologically small variance. Assumption 3.3 is
slightly stronger than Assumption 3.2, which prevents the variance from being
too small relatively to its subgaussian norm, and under this third assumption
we can control the value of 8. In earlier results [11, 9], only Gaussian noise was
considered.

e In order to prove Theorem 3.1 under Assumption 3.3, we derive a new concentra-
tion result for quadratic forms of independent random variables which is given
in Theorem 3.2. It is sharper than the Hanson-Wright inequality under Assump-
tion 3.3.

e The assumptions on the matrices Ay, ..., Ap; are relaxed. In particular, they can
be non-symmetric and have negative eigenvalues.

o Using sparsity pattern aggregation, we derive a sparsity oracle inequality in de-
viation when the noise vector is subgaussian, without assuming independence of
the noise components. Theorem 4.1 recovers up to absolute constants the sparsity
oracle inequality obtained when the noise is Gaussian [25, 24, 9].

The paper is organized as follows. In Section 2 we define the notation used through-
out the paper. Section 3 defines an estimator and shows that it achieves sharp oracle
inequalities in deviation for aggregation of affine estimators under three different as-
sumptions on the noise. In Section 4, we derive a sparsity oracle inequality when the
noise vector is subgaussian. The concentration inequalities used in the paper are given
in Appendix A and the proofs are given in Appendix B.

2 Notation

We study an aggregation problem for the regression model with fixed design and het-
eroscedastic subgaussian noise. A random variable X is said to be subgaussian if and
only if the quantity
_ 1
Xl = supp~*/2 (EIX|)/7
p=1

4
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is finite. Several other definitions are used in the literature, see [30, Section 5.2.3| for
a review of their equivalence.

Let (f1,..., f»)T € R"™ be an unknown regression vector. We observe n random
variables (1.1) where &, ..., &, are subgaussian random variables, with E[¢;] = 0 and
E[¢?] = o?. The model is heteroscedastic, which means that the random variables
&, ..., &, may have different variances. It can be rewritten in the vector formy = f+ &
where y = (Y1,.., Yo)", £ = (fi,..., fu)" and € = (&1, ...,&)".

For any estimator fn of f, we measure the quality of estimation of f with the loss
|f = fnll3 where |||, denotes the Euclidean norm in R”. Let M > 2. Asin [11, 9], we
consider M affine estimators of the form

iy =A;y +bj, j=1,.., M.

The matrices Ay, ..., Ay and the vectors by, ...,byr € R™ are deterministic. Define the
simplex in RM:

M
AMz{eeRM, Yo,=1, Vj=1...M, 9]-20}

j=1

and for any § € AM let fig = Z;Ai1 0;f1;. Let eq,...,enr be the vectors of the canonical
basis in R™. Then fi; = fle; for all j =1,..., M.
Finally, for any n x n real matrix A = (a;,j)i j=1,....n, define the operator norm of A,

the Hilbert-Schmidt (or Frobenius) norm of A and the nuclear norm of A respectively
by:

llgs = | > a2 N4l =T (VATA). (1)

2,37

A
Al = sup 1420z
S el

3 Model-selection type oracle inequalities

3.1 The proposed estimator
For any # € AM define

M
11,(0) = ol = 257 ig + 2> 0, Te(D, A;D,) (3.1)
j=1

M
e 1
+ 3 pen(6) + 8 E 0;log —

‘7
j=1 J

where § > 0 is a constant, D, = diag(o1, ...,0,) and

M
pen(f) = > 0;llie — 1515 (3.2)
j=1
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We consider the estimator fi; where

6 € argmin H,(6). (3.3)
feAM

When 6 is fixed and deterministic, the term

M
liol2 =2y 10 +2 6,Tx(D, A;D,) (3.4)

j=1
in the definition of H,, is an unbiased estimate of the quantity
A2 N - 2 2
ol = 2£7 ig = || io — £1I5 — [I£]2 (3.5)

which is the quantity of interest ||fig — ng up to the additive constant Hf||§ The term
involving the trace of the matrices Dy A; D, comes from the quadratic term in &:

M M
S0, Tx(Do A;Dy) = EIS 0,67 4,€) = E[E" o]

Jj=1 Jj=1

The estimators from [22, 11, 9] are all obtained with an unbiased estimate of the
quantity (3.5), so the term (3.4) comes as no surprise in the definition of H,,.

The penalty (3.2) is borrowed from the Q-aggregation procedure, which is a power-
ful tool to derive sharp oracle inequalities in deviation when the loss is strongly convex
[10, 21, 4]. Since the estimators fiy, ..., ias depend on the data, the penalty (3.2) is
data-driven, which is not the case when the estimators to aggregate are deterministic
vectors as in [10]. In order to give some geometric insights on the penalty (3.2), let
c € R" satisfies the M linear equations 2¢7fi; = HﬂjH; and assume only in the rest of
this paragraph that ¢ is well defined, even though this assumption cannot be fulfilled
for M > n. Then

M

—— A2 o2 N A2 2 A 2

pen(0) = > 0 ayll; — llaolls = 2¢" o — lloll5 = llell3 — [l — cll3 - (3.6)
j=1

Assume also only in this paragraph that the function 6 — fip is bijective from the
simplex AM to the convex hull of {fi1,...,fins}. Then we can write pen(6) = g(fig)
for some function g defined on the convex hull of {fi1, ..., irr}. Equation (3.6) shows
that the level sets of the function g are euclidean balls centered at c¢. The function g
is non-negative, it is minimal at the extreme points fi1, ..., fiar since g(f;) = 0 for all
j=1,...M and g is maximal at the projection of ¢ on the convex hull of {fi1, ..., fiar}.
Intuitively, the penalty (3.2) pushes 6 away from the center of the simplex towards the
vertices. Thus, the level sets of the function  — pen(f) in RM are ellipsoids centered
at 0., where 0, is the unique point in R™ such that fig, = c¢. If M > n or if the vector
c is not well defined, the level sets of pen(-) are more intricate and cannot be described
as simply.
Finally, the term

M 1
B _0ilog— (3.7)
j=1 J
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allows to weight the candidates fi1, ..., fias with the prior probability distribution (7;) =1, . M
based on some prior knowledge about the estimators fiy, ..., fias. That prior probabil-
ity distribution (7;),=1,... a is deterministic and cannot depend on the data Y3, ..., Y,,.
For example, if the estimators are projection estimators, one can set prior weights that
decrease with the rank of the projections [24], we use this strategy in Section 4. The
same term is used in [21] whereas [9] uses the Kullback-Leibler divergence of 6 from .
It is shown in [10] that for aggregation of deterministic vectors, one may use a quantity
of the form ﬂzjj\il 0;log(p(0;)/mj) where p(-) satisfies p(t) > ¢ and t — tlog(p(t))
is convex. This suggests that we could use the Kullback-Leibler divergence of 6 from
7 instead of (3.7), but in their current form, our proofs only hold with the “linear
entropy” (3.7).

Finally, notice that the function H,, is convex, as it has the form H,(0) = 1 ||jie|l5 +
lin(#) where lin(+) is a linear function. This can be seen using (B.2) with g = 0. Thus
minimizing H,, over the simplex is a quadratic program for which efficient algorithms
are available. The convexity of H,, also proves that  is well defined, although it may
not be unique (for example if all /i; are the same then H,, is constant on the simplex).

3.2 Assumptions on the noise

We state here the three different assumptions under which our mail result, Theorem 3.1
below, holds. The value of 8 given below is used in the construction of the estimator
6 defined in (3.3). The value of 5 depends on the assumption on the noise.

The constant L > 0 is independent of the noise and its role will be specified in
Theorem 3.1.

Assumption 3.1 (Gaussian noise). Assume that the noise components &1,..&, are
normal, independent, zero mean, and &; has variance o2. In this case, let

B = (124 16L + 6L%) <_nllax af>. (3.8)
Assumption 3.2 (Subgaussian noise). Let K > 0 and assume that the noise compo-
nents &1, ..., &, are independent, zero mean, || &y, < K and & has variance o?. Here,
let

B=K? <cw1 (24 L)2L +2c;(1 + L)* + 1c, max 0'_2 (2 + L)2> , (3.9)

where ¢y, , Cw, and cp are the absolute constants given in Propositions A.2 and A.5.

Assumption 3.3 (Bernstein condition on &%, ...,62). Let K > 0 and assume that the
notse components &1, ..., &, are independent and satisfy

Vp>1,  E|g|? < 1plo? K207D, (3.10)

Here, let
B =392 + 1408L + 608L2. (3.11)



version 97ee437

Assumption 3.3 is the natural assumption to derive a Bernstein concentration in-
equality for the sum of random variables £ + ... + £2. Although Assumption 3.3 is
less common than Assumptions 3.1 and 3.2, its interest resides in the concentration
inequality given in Theorem 3.2, which is sharper than the Hanson-Wright inequality.
Under this assumption, it is possible to remove the expression max;—i. . n ||&illy,/0i
from the value of .

3.3 Main result

Theorem 3.1. Let L > 0 be a positive real number and M > 2. For j = 1,...,.M,
consider the estimators fi; = Ajy +b; with b; € R™ and A; a real matriz of size n x n.
Assume that the matrices Ay, ..., Ay satisfy [|A; — Ag|l, < 2L for any j, k.

Assume one of the Assumptions 3.1, 3.2 or 3.3 on the noise & = (&1, ..., &) and set
the value of B accordingly. Once [ is set, let 0 be defined in (5.5). Then for all x >0,
with probability greater than 1 — 2 exp(—x),

~ 2 . . 9 1
g =£1 < pin,, (12 = 15 + 25108 ) + (312

The proof of Theorem 3.1 is given in Appendix B.2. We now discuss the assumptions
of section 3.2 and compare Theorem 3.1 to previous results.

Subgaussian noise. One of the contribution of the present paper is to provide
a sharp oracle inequality such as (3.12) under Subgaussian noise. To our knowledge,
(3.12) is the first result on sharp oracle inequality in deviation for model selection type
aggregation obtained without assuming that the noise is Gaussian.

The traces of the matrices A, ..., Ay;. The sharp oracle inequality in devia-
tion given in [9] presents an additive term proportional to o?Tr(A;), as in (1.3). An
improvement of the present paper is the absence of this additive term which can be
large for matrices A; with large trace. Our analysis shows that the quantities o2 Tr(4;)
are not meaningful for the problem of aggregation of affine estimators. So even in the
Gaussian noise setting, Theorem 3.1 improves upon the earlier result of [9]. When the
uniform prior is used, i.e., m; = 1/M for all j = 1,..., M, the sharp oracle inequality
(3.12) matches the lower bound from [25, Proof of Theorem 5.3 with S = 1] showing
that 3.12 is optimal in a minimax sense.

Motivation behind Assumption 3.3. Under Assumption 3.2 (Subgaussian
noise), our analysis leads to a remainder term that can be large for random vari-
ables that have pathologically small variance relatively to their subgaussian norm: 3
defined in (3.9) is proportional to max;=1. ... » ||&llw,/0i. Under Assumption 3.3 which
is slightly stronger and prevents the variance from being pathologically small, this issue
can be fixed. We will come back to Assumption 3.3 in Section 3.5 below.

The quantities involved in 8. The constant § in the oracle inequality is of the
order K2(1V L?), where K? is the supremum of the variances or the supremum of the
squared subgaussian norms, and 2L upper bounds the operator norms of all A; — Ay,
for j,k=1,..., M. In most practical cases, L will be smaller than 1 since all admissible
estimators of the form Ajy satisfy [||A;]|, < 1 [8], thus the fact that 3 is proportional
to 1V L? is not an issue. Interestingly, the operator norm of the matrices Ay, ..., Ay
does not appear in the sharp oracle inequality in expectation given in [11], while it
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plays a crucial role here. On the other hand, the factor K2 may be more problematic,
especially for heteroscedastic noise: [ is proportional to the largest variance (resp.
the largest subgaussian norm) even if most of the noise random variables have small
variance (resp. small subgaussian norm).

General matrices Ay, ..., Ay;. We relax all assumptions on the matrices Ay, ..., Ay,
for instance they may be non-symmetric and have negative eigenvalues. Earlier works
studied projection matrices [22], assumed some commutativity property of the matrices
[11] or their symmetry and positive semi-definiteness [9]. Although it is shown in [§]
that all admissible linear estimators are symmetric with non-negative eigenvalues, some
linear estimators used in practice are not symmetric. For example, the last example of
[11, Section 1.2] (“moving averages”), exhibits linear estimators that need not be sym-
metric: if two neighbors of the graph 4, j have a different number of neighbours, then
ai; # aj;. Our result also shows that the restrictions on the matrices Ay, ..., Ajs present
in [22; 11, 9] were not intrinsic to the problem of aggregation of affine estimators.

3.4 Outline of the proof

The following lemma shows that we can derive a sharp oracle inequality for the esti-
mator fi; by controlling the concentration of terms of the form £7Q¢ and ¢"v, where
Q@ is a n X n deterministic matrix and v is a deterministic vector in R™. We use the
following lemma proved in Appendix B3.1.

Lemma 3.1. Let 0 be defined in (3.3). Then almost surely,

A 2 1 il 2 1
o=t min (Wi =008+ 29100 2 ) + o G

where

Gw = €'Q;1E —ElE7Q;1E]
+ ETUj,k

1
— Blog Ak — A)Dollfg — S 11(Ax — A)E + b — bsll2,  (3.13)

TET -
and the matriz D,, the matrices Q; and the vectors v;;, are defined by
D, = diag(o1, ...,0n),
Qi = 2(Ax = Ay) = H(Ax — A4)T (A — A,), (3.14)
Vj g = 2 (Inxn — %(Ak — Aj)T) ((Ak - Aj)f + by, — bj) . (3.15)

In Appendix B.2, we prove Theorem 3.1 by applying Lemma 3.1 and controlling the
concentration of terms of the form {TQJ», & and ﬁij,k under the different Assumptions
3.1, 3.2 and 3.3.

A sketch of the proof of Theorem 3.1 under Assumption 3.1 (Gaussian Noise) goes
as follows. The quantity W}fgcar = 1 |(Ax — Aj)f + by, — bj||§ in (3.13) is of the order
of the variance of £ij7k. Using (A.1) applied to v = vj x, it is shown that for all ¢ > 0,
with probability greater than 1 — exp(—t),

. _
£ vy — W <4t
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where vy € (0,1) and 3 is the constant given in (3.8). Similarly, the quantity Wﬁzad =

T 1(Ax — Aj)DUHiS in (3.13) is of the order of the variance of £¢7Q; €. Using the
concentration inequality (A.2) applied to Q) x, we prove that with probability greater
than 1 — exp(—t),

£7Qj k€ —E[£TQ; &) — W < (1— )t

For fixed j and k, these concentration inequalities and the union bound lead to

Vt>0, P (cj,k + Blog > ﬂt) < 2exp(—t).

Tk

Finally, the non-random term —p3 logﬁm is used to perform the union bound on
4.k =1,..., M, such that for all z > 0,

1 1
) < .
P (j)kr_nl?%)MQJ,k > Bw) s Z P (Cg,k + Blog - > B(x + log 7Tj7Tk)>
J.k=1,...,M
< Z T2 exp(—x) = 2exp(—x).
Jok=1,...,.M

The proof is similar under the two other assumptions 3.2 and 3.3, but different concen-
tration inequalities are used. The proof of Lemma 3.1 can be found in Appendix B.1
and the proof of Theorem 3.1 is given in Appendix B.2.

3.5 Assumption 3.3: examples and concentration inequality

The goal of this section is to present the motivation behind Assumption 3.3 and to
present the concentration inequality of Theorem 3.2. This concentration inequality is of
independent interest as it provides sharper bounds than the Hanson-Wright inequality.
_____ n 1&illys /o from the
expression (3.9) of 5 in the sharp oracle inequality of Theorem 3.1. It was the weakest
assumption we could find that allowed us to remove the quantity max;=1, . [|&|4./0:-
Example 3.1. Centered variables almost surely bounded by K and zero mean Gaussian
random variables with variance smaller than K? satisfy (3.10).

Ezample 3.2 (Log-concave random variables). In [27], the authors consider a slightly
stronger condition [27, Definition 1.1]. They consider random variables Z satisfying
for any integer p > 1 and some constant K:

E[|Z|") < p K E[|Z]"71], (3.16)

and they showed in [27, Section 7] that any distribution that is log-concave satisfies
(3.16). Thus, if X2 is log-concave then our assumption (3.10) holds. See [2, Section 6]
for a comprehensive list of the common log-concave distributions.

The next theorem provides a concentration inequality for quadratic forms of inde-
pendent random variables satisfying the moment assumption (3.10). It is sharper than
the Hanson-Wright inequality given in Proposition A.3.

10



version 97ee437

Theorem 3.2. Assume that the noise random variable & = (&1, ...,&,)T satisfies As-
sumption 5.5 for some K > 0. Let A be any n x n real matriz. Then for all t > 0,

2
TAe —E[ETA i i i .
P (¢7¢ - Blg €]>t)§e"p< mm(192K2|ADU||?{S’256K2I||A|||2>>’(317)

where D, = diag(o1, ...,0). Furthermore, for any x > 0, with probability greater than
1- exp(_x)i

¢T AL — BT AE] < 256 K| Al + 8VBK [|AD, ||yg V- (3.18)

The proof of Theorem 3.2 is given in Appendix A.3.2. A key ingredient to prove this
concentration result is a decoupling inequality [14, 13]. A simple decoupling inequality
for quadratic forms can be found in [31] or [15, Theorem 8.11], and we use this result
in order to prove Theorem 3.2.

When ¢ is small, the right hand side of (3.17) becomes

t2
exp - )
192K2||AD, ||}

whereas the right hand side of the Hanson-Wright inequality (A.4) yields

exp | —c——— |,
K[| Allgs

for some absolute constant ¢ > 0. The element of the diagonal matrix D, are bounded
by K, so Theorem 3.2 gives a sharper bound than the Hanson-Wright inequality in
this regime. Under the moment assumption (3.10), we were able to remove the factor
maxi=1, . n(||&|ly./0:) using the concentration inequality from Theorem 3.2.

In particular, the sharp oracle inequality (3.12) with 3 given in (3.11) holds for all
the noise distributions described in Examples 3.1 and 3.2.

4 Sparsity oracle inequality

The goal of this section is to prove a sparsity oracle inequality, when the noise is a
subgaussian vector. We are given p deterministic vectors in R™ that are the columns
of a n X p real matrix X, and the goal is to find an estimator 6 € RP such that the
quantity ||X6 — £||2 is close to ||X6* — f||§ for some sparse 0* € R” for which X0* is a
good approximation of the unknown regression vector f. We will make the following
assumption on the noise random vector .

Assumption 4.1 (Subgaussian vector). Let K > 0 and assume that the noise random
vector € satisfy:

2 12
K
Yo € R", Eexp(a’¢) < exp <%> .

11
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Contrary to the previous section, the components of € are not assumed to be inde-
pendent. The same assumption is made in [10]. A direct consequence is the following
Hoeffding-type concentration inequality:

P (aTx > KHaHQm) < exp(—2). (4.1)

Under this assumption, the following concentration inequality was proven in [19].

Proposition 4.1 (One sided concentration [19]). Let & be a random vector in R™
satisfying Assumption /.1 for some K > 0. Let A be a real n X n positive semi-definite
symmetric matriz. Then for all x > 0, with probability greater than 1 — exp(—x),

§TAE < K (TrA+ 2| Allys vVa + 2[|Aly2) - (4.2)

This result is remarkable as it holds with the same constants as in the Gaussian
case (A.2), under the weak Assumption 4.1. Unlike the previous concentration results
given in Appendix A used in Section 3, the above inequality is only one-sided, and
it is not known if the above result holds as a two-sided inequality or without the
positive semi-definiteness of A. Another difference with the concentration inequalities
of Appendix A is that the term TrA in (4.2) is an upper bound on the expectation of
¢T A€ up to constants. Again, it is not known whether this concentration inequality
holds with the constant term K2TrA replaced by E[¢7 A€].

The authors of [19] used this result to prove the following inequality for the ordinary

least squares estimator ﬂ‘O/LS on a d-dimensional linear subspace V of R". The ordinary

least squares estimator 4 is defined as the orthogonal projection of y on the linear

subspace V.
Lemma 4.1 ([19]). Under Assumption /.1, with probability greater than 1 —exp(—x):

|apEs — f||§ < mel‘r/lHu - f||§ + K?(d + 2Vdx + 2x),
n
< min ||u — f||5 + K2(2d + 3z). (4.3)
pnev

The following corollary extends Proposition 4.1 to general matrices.

Corollary 4.1 (Corollary of Proposition 4.1 for any real matrix A). Under Assump-
tion /.1 and for any real matriz A, with probability greater than 1 — exp(—x), the
following holds:

g AL < K2 (||Ally + 2 | Allgs V@ + 2] All,) - (4.4)

Proof. To see this, let A, = 1(A+ AT) and consider |A4,| := /A2, the unique square
root of the positive semi-definite matrix A2. By definition of |A4| and the triangle
inequality,

£rAE=¢"A <€T|AJE,  Tr(Ad) =14, < 1Al
Al = NAslly < WAlo Al = 1Asllas < I1Allys -

Thus applying (4.2) to the matrix |As| proves (41.1). O

12
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Under Assumption 4.1, we obtain the following oracle inequality with proof tech-
niques similar to Theorem 3.1. Define for any § € AM

> A~ 112 N 2
Va(0) = lloll; — 2y 0 + K> D ;20| A5, + 411 45l5s)
J=1sM

_ 1
+ % pen(d) + 5 Z 0;log —,
j=1,...,.M T

where § > 0 is a constant, pen(-) is the penalty (3.2) and the matrix norms are defined
in (2.1). We consider the estimator fi; of f where

0 € argmin V,, (6). (4.5)
eAM

The function V;, is equal to the the sum of H, (3.1) and some linear function of .
Thus V,, is also convex and minimizing V,, over the simplex is a quadratic program.

Proposition 4.2. Let K,L > 0 be real numbers. Assume that the random vector &
satisfies Assumption /.1. Assume that the matrices Ay, ..., Ay satisfy || A; — Axlll, <

2L for any j, k. Let 0 be defined in (}.5) with
B=K?*6+8L+4L?). (4.6)

Then for all x > 0, with probability greater than 1 — 2exp(—x),
N 2 . . 2 2
g =17 < i (s = €13 + K2 14, g + 452 451,

+ 25 1og 7%) + fBx. (4.7)

J

This oracle inequality presents the extra terms proportional to K2 ||AjH§IS and
K?||A;||, compared to the sharp oracle inequality (3.12). However, this oracle inequal-
ity presents some advantages. First, it holds under Assumption 4.1 which is weaker
that the noise assumptions of Section 3 since the noise coordinates do not need to
be independent. Second, the quantity max;—1,. , ||&llw./0: appearing in (3.9) is not
present here, which is possible at the cost of the terms proportional to HAjﬂils and
| A;]|;. Finally, one does not need to know the variance of the noise in order to compute
the proposed estimator; its construction only relies on K which is an upper bound on
the subgaussian norm of the random vector &.

Remark 4.1 (Estimation of an upper bound on the variance). It is easier to construct
an estimator that upper bounds the variance than to construct an estimator of the
variance itself. For example, for Gaussian noise with variance o2, the estimator &2
proposed in [16, Equation (5)] is a positively biased estimator of the variance, for any
subspace §* of R™ [16, Section 2.2]. In our setting, a reasonable choice for §* is the
subspace of vectors proportional to (1,...,1).

We now use the oracle inequality (4.7) to perform sparsity pattern aggregation
[25, 24, 9, 28]. For each subset J C {1,...,p}, let u9L° be the ordinary least squares

13
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estimator on the linear span of the columns of X whose indices are in J. This estimator
satisfies the oracle inequality (4.3) with d < |.J|, where |J| denotes the cardinal of .J.
We aggregate these 2P ordinary least squares estimators using the method (4.5) and
the prior distribution given by m; oc e~ (|§|)_1' As sparsity pattern aggregation is
not central in the present paper, we keep this presentation short and refer the reader
to [25, 24, 9, 28] for the construction of ordinary least squares estimators and sparsity
pattern aggregation for more details.

As the ordinary least squares estimators are projections of the form u?LS = A,y for

some projection matrix A;, we can take L = 1 in Proposition 1.2 and the inequalities
[ Asll, < |J] and || A3 < |J] hold. Define §5P4 such that

X05P4 = i, (4.8)

where 6 is the estimator from (4.5) and fi5 is obtained by aggregating the M = 27
estimators (2G%%) Jc{1,....,p}- Then the following sparsity oracle inequality holds, where
|80 is the number of non-zero coefficients of £.

Theorem 4.1. Let X be a deterministic design matriz with p columns and let GspA
the sparsity pattern aggregate defined in (4.8). Under Assumption /.1 on the noise &,
with probability greater than 1 — 3 exp(—x),

R 2
HXGSPA - sz < inf [||x9 — )% 4 21K 2%

feRP
K2 (18 4 12/0] + 72/0] log | —2 . (4.9)
1V 16lo

Theorem 4.1 improves upon the previous results on sparsity pattern aggregation
[9, 25, 24, 28] in several aspects.

First, the noise £ is only assumed to be subgaussian and its components need not be
independent, whereas previous results only hold under Gaussianity and independence
of the noise components. Theorem 4.1 shows that the optimal bounds previously known
for Gaussian noise [9, 25, 24, 28] are of the same form when the noise is only assumed
to be subgaussian.

Second, to construct the aggregates in [9, 25, 24, 28] one needs the exact knowledge
of the covariance matrix of the noise. In Theorem 4.1, only an upper bound of the
subgaussian norm of the noise is needed to construct the estimator. As explained in
Remark 4.1, for Gaussian noise a rough upper bound can be estimated from the data.

Third, we do not split the data in order to perform sparsity pattern aggregation, as
opposed to the “sample cloning” approach [28, Lemma 2.1]. Sample cloning is possible
only for Gaussian noise when the variance is known; it cannot be used here as £ can
be any subgaussian vector.

The estimator of Theorem 4.1 achieves the minimax rate for any intersection of ¢y
and ¢, balls, where ¢ € (0,2). This can be shown by applying the arguments of [9, 28]
and bounding the right hand side of (41.9). Indeed, although [9, 28] consider only normal
random variables, the argument does not depend on the noise distribution.

The result above holds without any assumption on the design matrix X, as opposed
to the LASSO or the Dantzig estimators which need assumptions on the design matrix
X to achieve sparsity oracle inequalities similar but weaker than (4.9).

14
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The interest of the LASSO and the Dantzig estimators is that they can be computed
efficiently for large p. The sparsity pattern aggregate based on exponential weights can
also be computed efficiently usind MCMC methods [25]. The estimator GsrA proposed
here suffers the same drawback as [5] or the sparsity pattern aggregate performed
with Q-aggregation [9]: it is not known whether these estimators can be computed in
polynomial time, which makes them useful only for relatively small p.

A Concentration inequalities

A.1 Gaussian concentration

Let X be a zero mean Gaussian random variable with variance o2. A standard bound
on the Gaussian tail is

Vx>0, P (X > U\/ﬁ) < exp(—x).

Let v € R™ and let &, ...,&, be zero mean independent Gaussian random variables
with E[¢2] = ¢ for all i. Then vT¢ is Gaussian with variance HDUUH§ and thus

V>0, P (ng > || Dov]l, \/%) < exp(—z). (A1)

Proposition A.1 (Gaussian chaos of order 2). Let &1, ..., &, be independent zero mean
normal random variables with for all i = 1,...,n, E[¢?] = 0?. Let A be any n X n real
matriz. Then for any x > 0,

P (€7 A€ ~ EIE7 A€] > 2| Dy AD, s V7 + 21Dy ADo |l52) < exp(—2).  (A2)

A proof of this concentration result is given in [6, Example 2.12] for diagonal-free
matrices. It can be easily extended to the general case via the following argument.

Proof of Proposition A.1. First, notice that if the result holds for standard normal
random variables with variance 1, then by considering the random variables & = &;/o;
and the matrix M = D,AD,, the result also holds when &1, ...,&, have variances
different than 1. Thus in the following we assume without loss of generality that o; = 1
foralli=1,...,n.

Second, if the result holds for all symmetric matrices A, then for a non-symmetric
matrix A one can consider B = A+2AT which is symmetric. Then ¢7 B¢ = ¢7 A¢ and
by the triangle inequality,

Al + (I A7), 1Algs + | A7 ||
2 2

Bl < = [IAfly, — 1IBllus <

= [[Allgs -

Thus if the concentration inequality (A.2) holds for the symmetric matrix B, it will
also hold for the non-symmetric matrix A. Without loss of generality, we can consider
only symmetric matrices.

15
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Let &1, ..., &, be standard normal random variables and let A be a symmetric matrix.
There exists an invertible square matrix U with U7 = U~! such that A = UTAU for
some diagonal matrix A = diag(ua,..., 4n). By rotational invariance of the normal
distribution, if (Xi, ..., X,)¥ = U€ then X1, ..., X,, are i.i.d. standard normal random
variables. As E[¢" A¢] = TrA =30 | i,

ETAE - E[ETAE) =D (X7 - 1).
=1

The rest of the proof can be treated exactly as in the proof of [6, Example 2.12], using
the bound
)\2
1—2)\
without assuming that A is diagonal-free. O

VA€ (0,1/2), logEexp(A(& —1) <

A.2 Subgaussian concentration

Again, we present tools to control terms of the form &7 Q¢ and vT¢ that appear in
Lemma 3.1. Proposition A.2 below provides a concentration result for the latter.

Proposition A.2 (Hoeffding-type inequality [30, Section 5.2.3]). There exists an ab-
solute constant Cy > 0 such that the following holds. Let n > 1 and &i,...,&, be
independent zero mean subgaussian random variables with max;=1_. n ||&illw, < K for
some real number K > 0. Let v € R™.

Then for any x > 0, with probability greater than 1 — exp(—x),

€70 < CukK |loll, V3 (A-3)
where & = (&1, ---afn)T-

The concentration result for a quadratic form of independent zero mean subgaus-
sian random variables given in Proposition A.3 below is known as the Hanson-Wright
inequality. First versions of this inequality can be found in Hanson and Wright [18]
and Wright [32], although with a weaker statement than Proposition A.3 below since
these results involve || (Jagjl) ||, instead of [|Al|,. Recent proofs of this concentration
inequality with [[A[|, instead of || (|a;]) ||, can be found in Rudelson and Vershynin
[26] or Barthe and Milman [3, Theorem A.5].

Proposition A.3 (Hanson-Wright inequality [26]). There exist absolute constants
Cwys Cwys € > 0 such that the following holds. Let n > 1 and &i,...,&, be indepen-
dent zero mean subgaussian random variables with maxi=1, . n ||&lle, < K for some
real number K > 0. Let A be any n X n real matriz. Then for all t > 0,

T e wieT o | —cmi t? 3
]P(s A€ — BT Ag) > t) <e p< ¢min <K4 i K2|||A|||2>> (A4)

where & = (&1,...,&,)T.  Furthermore, for any x > 0, with probability greater than
1- exp(—:z:),

ETAE —E[ET AE] < cou, K| Allyx + cuwn K2 || Al s V. (A5)
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A.3 Concentration under Assumption 3.3

A.3.1 Bounds on moment generating functions

The condition (3.10) leads to the following bounds on the moment generating functions
of X and X2, which are crucial to prove Theorem 3.2.

Proposition A.4. Let K > 0 and let & be a random variable satisfying (3.10) with
o? =E[¢2]. Then for all s € R:

Eexp(s&;) < exp(s*K?). (A.6)

Furthermore, if 0 < 2sK? < 1, then
Eexp(sé? — so?) < exp(s’0i K?), (A.7)
Eexp(s£?) < exp <gsai2> . (A.8)

Inequality (A.6) shows that a random variable X satisfying the moment assumption
(3.10) is subgaussian and its 12 norm is bounded by K up to a multiplicative absolute
constant. For any vector v € R"”, given n independent variables &1, ..., &, satisfying the
moment assumption (3.10), the following Hoeffding-type inequality holds:

P (v"€ > 2K ||v]l, VZ) < exp(—z), (A.9)

it is a direct application of (A.6) combined with the Chernoff bound.
The proof of Proposition A .4 is based on Taylor expansions and some algebra.

Proof of Proposition A.J. To simplify the notation, let X = ¢; and 0 = ;. We first
prove (A.7). We apply the assumption on the even moments of X:

PR X 2P 24 X 2242
> < 14502+ 22 Z(SKQ)]“ = 14soip—m®

E X?) =1 2 ——
exp(sX?) +so —I—Z ol 2 2 21— sK?)’

p=2
and using the inequality 0 < 2sK? < 1, we obtain:
Eexp(sX?) <14 s0? 4 02s°K? < exp(so? + 5?02 K?),

which completes the proof of (A.7). Inequality (A.8) is a direct consequence of (A.7)
after applying again the inequality 2sK? < 1.

We now prove (A.6). Using the Cauchy-Schwarz inequality and the assumption on
the moments for p = 2, we get 0 < E[¢*] < 0?K?, s0 0 < K. Let p > 1. For the even
terms of the expansion of Eexp(sX), we get:

s?PEX 2P p!
ST <
(2p)! (2p)!

where for the last inequality we used (p!)? < (2p)!. For the odd terms, by using the
Jensen inequality for p > 1:

(sK)%
p!

<

)

[N

2p+1
2p+177 v 2p+1 2p+1 2p 2y 224 ((p+1)!) 2p+2

gyt @k ) e 0
2p+ 1) 2p+ 1) 2p + 1) 2p+ 1)
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If |sK| > 1, we use the inequality (p + 1)!? < (2p + 1)! to obtain

52p+1EX2p+1 |SK|2(p+1)
Cp+1)! ~2((p+1)Y)’

and by combining the inequality for the even and the odd terms:

2p[R X 2P 2p+1 x 2p+1 K)2P K |2(0+1)
Eexp(sX)zl—i—Zs : Sl—i—%z(sp') +|S |

+
! | !
= (2p)! (2p+ 1) = (p+1)!
K)?p
§1+§ (Sp') = exp(s?K?).
p>1 '

If |sK| < 1, we use the inequality (p + 1)!p! < (2p + 1)! to obtain

82p+1EX2p+1 (SK)Qp
2p+1)! 20 "

and by combining the inequality for the even and the odd terms:

s?PEX?P  s?PTIEX2PTL (sK)*  (sK)?*
Eexp(sX) =1+ + <1+14 +
;; (2p)! (2p+ 1)! 2 ;; p! p!
K)?p
=1+ Z L |) = exp(s2K?).
p>1 '

A.3.2 A concentration inequality for quadratic forms

The goal of this section is to prove Theorem 3.2. We start with preliminary calculations
that will be useful in the proof. Let A be any n x n real matrix. Let A > 0 satisfy

128 Al 52N < 1, (A.10)
and define
n=32K%\% (A.11)

The inequality (A.10) can be rewritten in terms of 7:
512624120 < 1. (A12)

Let Ay be the matrix A with the diagonal entries set to 0. Then, using the triangle
inequality with Ag = A — diag(ai1,...,ann) and |a;| < [|A]], for all ¢ = 1,...,n, we
obtain

I Aollly < 2[IAl,- (A.13)

Let B = AOTAQ = (bij)ij=1,...n and let By be the matrix B with the diagonal entries
set to 0. Then
Vi=1,..n, 0<bi=Y a% <Al (A.14)
J#i

18
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By using the decomposition By = B — diag(bi1, ..., bnn) and the inequality ||v 4+ v'||§ <
2[[w]|3 + 2|[v'[13, (A.14) and (A.13), we have:

1Bogll5 < 2| BE5 +2 ) b7e7,
i=1

< 2| Aoll; [l Ao€ll5 + 20AlI5 D bist?,

i=1

< 8J1All; Aol + 20AlI3 D bist?.

i=1

Combining the previous display with (A.12), we obtain for any K > 0:

U IR n IR
16K°0” || Bo€ |l < (512K2(|All3n) <Z | Aogll5 + 16 szzg) <7 I Ao€ll5 + 6 > bl
1=1 =1
(A.15)

Proof of Theorem 3.2. Throughout the proof, let A > 0 satisfy (A.10). The value of A
will be specified later.
First we treat the diagonal terms by bounding the moment generating function of

n n
._ 2 2
Sdiag = E aii&; — E ai;i0; -
i—1 i—1

Using the independence of &1, ..., &, and (A.7) with s = a; A with each i =1,...,n:

E exp(ASdiag) < exp </\2 Z afia?K2> , (A.16)

i=1

provided that for all i = 1,...,n, 2|a;|AK? < 1 which is satisfied as (A.10) holds and
@il < 1Al
Now we bound the moment generating function of the off-diagonal terms. Let

Soff—diag ‘= E a;;&i&j-
i =1, it

Let the random vector ¢ = (¢], ..., £/)T be independent of £ with the same distribution
as €. We apply the decoupling inequality [31] (see also [15, Theorem 8.11]) to the convex
function s — exp(As):

Eexp(/\Soff,diag) S EeXp 4)\ Z aij&&j

RS
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Conditionally on &, ...,&,, for each i = 1,...,n, we use the independence of &1, ..., &),
and (A.6) applied to & with s =437, . a5

2

Eexp [ 4X) a;&é | <Eexp | 16K°X* ) > g :

i#£] i=1,....,n \j=1,...,n:i#j
= Eexp (16520 | 40€]3) = Eexp (3 | 40€13) -

where 7 is defined in (A.11) and Ap is the matrix A with the diagonal entries set to 0.

Let B = AgAO = (bij)i,jzl,...,n- Then ||A0€||§ = Z?:l b“é? + Zi;ﬁj blj&&]
We use the Cauchy-Schwarz inequality to separate the diagonal terms from the
off-diagonal ones:

2 n
(Eexp(g ||A0£||§)) < Eexp <n2b“§2> Eexp anijgigj . (A.17)

i=1 i#]

For the off-diagonal terms of (A.17), using the decoupling inequality [31] (see also
[15, Theorem 8.11]) we have:

Eexp [ 7Y bi&& | <Eexp |40 biigl¢;
i#] i#]

Again, conditionally on &, ...,&,, for each j = 1,...,n, we use (A.G) applied to & and
the independence of &], ..., &

2

Eexp [ 47 b;&é; | <Eexp | 16K%p° > > b :

i#j i=1 \j=L,...,n: i#j

= Eexp (161(2772 IIBO€H§) ;

<Eexp <g 1 40€]15 + 1—776 Zméf) :
1=1

where we used the preliminary calculation (A.15) for the last display. Finally, the
Cauchy-Schwarz inequality yields

Eexp | 40> bij&é) S\/EeXp(gleﬁllg) Eem(%Zbii@)-

i#]

We plug this upper bound back into (A.17). After rearranging, we find

3/2 n n
(Eexp(g ||A0€H§)) < Eexp (nZ%&f) Eexp <g Z buff) :
i=1

i=1
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As b;; > 0, this implies:

]EeXp(g 1 40€]15) < Eexp (nzbiz‘@z) :

i=1

For each i = 1,...,n, we apply (A.8) to the variable & with s = b;;7 > 0. Using the
independence of £2, ..., €2, we obtain:

u 3
Eexp (nzbuﬁ?) H]Eexp (nbii&?) < exp ( anuo ) = exp (577 IIAoDaIIf{s) :
=1 =1

provided that for all i = 1,...,n, 2K2b;n < 1 which is satisfied thanks to (A.10) and
(A.14).
We remove 1 from the above displays using its definition (A.11):

E exp(ASof—ding) < €XD (48/\21{2 ||A0DU|\%S) , (A.18)

where Ap is the matrix A with the diagonal entries set to 0.

Now we combine the bound on the moment generating function of Sgiag and Sog—diag,
given respectively in (A.16) and (A.18). Using the Chernoff bound and the Cauchy-
Schwarz inequality: we have that for all A satisfying (A.10),

P (Sdiag + Soﬁ'fdiag > t) S eXp(_)\t)E[eXp()\Sdiag) eXp(ASoﬁ'fdiag)]a

< exp (~ A1) {/Elexp(2XSaag) ]/ Elexp(2ASoraiag)]:

S exXp < )\t+ A2K2 (Z 0 Qy; + 48 HAOD ||HS>>

=1

< exp (—)\t +A8N2K? ||AD,,|\§{S) , (A.19)

where for the last display we used the equality
2
D fs = Y adot = 4Dy s + 3 ae
1,7=1,..., n =1

It now remains to choose the parameter A. The unconstrained minimum of (A.19) is
attained at A\ = t/(96 K> ||ADUH%S). If A satisfies the constraint (A.10), then

42
P Sdia + Soﬁfdia >t S exp .
(Saiag >t 192K2 ||AD, ||7g

On the other hand, if A\ does not satisfy (A.10), then the constraint (A.10) is binding
and the minimum of (A.19) is attained at A\, = 1/(128]|A[[,K?) < A. In this case,

t

— A MNABK? | ADy |7 < —tAp+AMBK? | AD, ||7g = —tAp+= /\b - .
s s 256 K[| Al
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Combining the two regimes, we obtain

t2 t
P (Sdiag + Soff—diag > t) < exp | —min , )
(Saiog 5> 1) 192K2 || AD, ||5s 256 K[| All,

The proof of (3.17) is complete.
Now we prove (3.18). The function

t? t
t — x(t) = min )
© (HHK?HADUMB %%KQWMM>

is increasing and bijective from the set of positive real numbers to itself. Furthermore,
for all ¢t > 0,
t < 8V3K | AD, ||y /() + 256 K[| Al (1),

so the variable change x = z(t) completes the proof of (3.18). O

B Proofs

B.1 Proof of Lemma 3.1

We start with some preliminary remarks. If R, () = ||/, ‘i — 2yTﬂé, R, (+) is differ-
entiable and the following identify holds for any j =1,..., M and § € AM:

VR.(0)" (ej = 0) = llii; — £115 — 2o — £15 — 267 (&5 — fio) — llto — I3 (B.1)

The penalty (3.2) satisfies for any ¢ € R™ and any § € AM:

M

~ 2 ~ 2 —
> 05 1la; — gll; = llie — gll + pen(o). (B.2)
j=1

This can be shown by using simple properties of the Euclidean norm, or by noting
that the equality above is a bias-variance decomposition. The function pen(-) is
differentiable and for any j = 1,..., M, and # € AM, one can check that

— ~ ~ 112 —
sV pen(0)" (e; — 0) = 5 |l — 15l — 5 pen(d),
M
~ A 2 ~ ~ 2
= llae — oyl — 5 ) Ok iy — ikl (B.3)
k=1

where we used (B.2) with g = fi; for the last equality.

Proof of Lemma 5.1. Let J* =1,..., M be a deterministic integer. Since 0 minimizes
H,, over the simplex and H,, is convex and differentiable, a simple consequence of the
KKT conditions [7, 4.2.3, equation (4.21)] yields:

A

VH, ()" (e — ) > 0. (B.4)
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Let W := VH, (A)T (e;- —0). By simple algebraic calculations using (13.1) and (3.3),
we have

W=l —£13 = izg — £ll; — 26" (2 — fig)

M
+2Tr(DyAje Do) = Y 04 Tr(Dy ArD,)
k=1
M 1 M 1
=32 Oulliie = o3+ Blog — = 83 O log —.
k=1 k=1

Since for all j = 1,..., M, Tr(D, A;D,) = E[¢" A;€], (B.4) can be rewritten
- 2 N 1 N
26 = £ll, < - = €15 + 2Blog — + 2(J",9), (B.5)

where for all J* =1,...,M and § € AM,

M

Z(J*,0) == 26" (fig — fus-) —2 ) OkE[€7 (A — Aje)E]
k=1
M M 1 1
=32 Ocllis = full; = B3 Onlog — — Blog —.

k=

—

k=1

The quantity Z(J*,0) is affine in its second argument 6 € AM thus it is maximized at
a vertex of AM and the following upper bounds hold:

Z(J*,0) < max Z(J*,0) = max Z(J%ex) < max Z(j,ex). (B.6)

0eAM k=1,...,M Gk=1,...,M

Let (1 == Z(j,ex) for all j,k=1,...,M. From (B.5) and (B.6),

.....

where

G = 267 (A — i) — 2E[€7 (A — A€ = § i — iy l5 — Blog

TR
Let B, = Ay — Aj, so that jig — fi; = Bjp€ + (Bjirf + by, — b;). Then
Il — ﬂj||§ = I\Bjkéllﬁ + || Bjrf + by, — ijg + QETBka(Bjkf + b — bj). (B.7)
After some algebra, we get
Gk = €'Qjr€ —E[E7Qj1€] + € vy
— Blog — 51 BinDolls — 5 1Bt + bx — byl

TET

where we used the equality HBjkDaHf{S = E[||Bjk£||§] and where @, and vj are
defined in (3.14) and (3.15), respectively. O
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B.2 Proof of Theorem 3.1

Let K,Cw,,Cw,,Cr > 0 and a diagonal matrix D be parameters that are specified
below for each assumption. For any v € R™ and any real matrix (), consider the
following concentration inequalities: V& > 0,

P (ng > CyK ||v||§) <exp(—z), (B.S)

( QS] > CWzK HQ‘DHHS \/—+ CWI K2|||Q|”2"E) < exp( ) (BQ)
Let (J )i=1,..., be the diagonal elements of the matrix D and let
d2

= K? <CW1 (24 L)2L + 2CH(1+ L) + 3Cq, ,ax 0; (2+1L) ) (B.10)

The above concentration inequalities are satisfied under the three assumptions on the
noise, with different constants:

o Under Assumption 3.1, set K = max;—1 .., 0, D =D, and Cy = \/5, Cw, =2,
Cy, = 2. With this choice of constants, the value of 5 (B.10) is equal to the value
(3.8), (13.8) becomes exactly (A.1) and (13.9) is a consequence of (A.2) applied to
the matrix (Q and the random vector &.

e Under Assumption 3.2, K is given in the assumption, set

D = diag([[€1 yss - 1&nllwa);

Cu = cp, Cw, = ¢y, and Cw, = ¢y, Where cp, ¢y, and c,, are the numerical
constants from Propositions A.2 and A.3. With this choice of constants, the value
of B (B.10) is equal to the value (3.9), (1B.8) becomes exactly (A.3) and (B.9) is a
direct consequence of (A.5) applied to the random vector (Hﬁfm’ ceey m) and

the matrix DQD.
o Under Assumption 3.3, K is given in the assumption, set D = D, and Cy = 2,
Cw, = 256, Cy, = 8v/3. With this choice of constants, the value of 3 (13.10) is

equal to the value (3.11), (B.8) becomes exactly (A.9) and (13.9) becomes exactly
(3.18) applied to the random vector € and the matrix Q.

Proof of Theorem 5.1. Let x > 0. The concentration inequalities (B.8) and (B.9) al-
ways hold, with different constants depending on the assumption on the noise as ex-
plained above.

Using Lemma 3.1, it is enough to upper bound max; -1, a (jr Where (. is
defined in (3.13). Let j,k = 1,...,M be fixed, and let B, = Ar — A;. We apply
the concentration inequality (B.9) to the matrix @, (3.11) and the concentration
inequality (B.8) to the vector v; ) (3.15). With the union bound, on the event where
both concentration inequalities hold we get that with probability greater than 1 —

2€Xp(—iE),
Gk <Ow, K2(|Qj 1l + Cw, K HQj,kDHHS Vi + CuK ||lvjklly, vV

1
— Blog —— = & | Bj kDol — & 1 Bif + b — bj]l3 (B.11)
TET
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Using properties of the operator norm and the Hilbert-Schmidt norm with (3.15),
(3.14):
lvinlly <2 (1+ 5Bjklly) 1Bk + b = byl
1Qskllly < (2+ 5l1Bjklly) 1 Bjklll,,
HQJ'JCD”HS <2 ”BJFkDHHs + % HBJTJ@BJ'»’CDHHS ’
< (24 3l1Bjxlly) [1Bix Dl

where we used in the last display that for any square matrices M,C, ||MC|lys <
[[M|l5]|Cllzs- We plug these inequalities in (I3.11):

Gk < (2+ 5l1Bjklly) (Cows K21 Bkl + Ow, K || B Dl| g v7)
+2Cu K (1+ 51 Bjklly) 1Bkt + b = bjll, V&

— Blog

1 2 1 2
— I1Bj.k Do s — 3 1B,k + br — byl -

s34t
2

We apply the inequality st < twice, first with

114D || s
||Bj7kDUHHs

and t = || B;j x Do || ;g second with s = 2Cy K (1 + 3||Bjll,) vz and t = || B; 1f + by — by,

In both cases, the term % cancels and we obtain

s =Cw,K (2+ 1[|Bjxll,) vz

=12
o |1BirDlys

2
Giw S22 (Cwy (24 5lIBjlly) 1Bl + 50, 2 (24 3lBjklly)
| Bje Do |
s O lIHS

2 72 1 °
+ 204K (1+§|||Bj,k|||2) z — flog TET;

» be the elements of the matrix Bj i = Ar — A, and (d;)i=1,..., be the

.....

.....

diagonal elements of the matrix D. Since

— 2 - —
HBJ]CDUHIZLIS Zi,l 0i2b12,l B i=1,...,n O-’L'Q7

we obtain (j < fx — Blog ﬁ where f is given in (B.10).

For any t > 0, let x =t + log wkle' The inequality (jr < St holds with probability
greater than 1 — 2m;m, exp(—t). Using the union bound on j,k = 1,..., M, we have
max; g=1,...M Cjx < Bt with probability greater than 1 — Zj,k:l....,M 2, exp(—t) =

1 —2exp(—t). O

B.3 Sparsity oracle inequality

Proof of Proposition /.2. Let J* = 1,..., M be a deterministic integer. Since 6 mini-
mizes V,, over the simplex and V;, is convex and differentiable, a simple consequence of
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the KKT conditions [7, 4.2.3, equation (4.21)] yields:
V() (ese —6) > 0. (B.12)
Let W = VV,,(0)T (es- — 0). Using (13.1), (13.3) and some algebra, we obtain

W=l — €12 — || — 2 — 267 (o — f1g)

M 1 M 1
— 3> Okl — fr-lls + Blog — — B O log —
T = Tk
k=1 k=1
M
2 ) 2
+ K2 (4147 s + 20140y = Y 0u (@ 1 Aulifs + 2 14ell))-
k=1

Inequality (B.12) can be rewritten as

~ 2 ~
g — £ < llage — €3 +8K2 || Ay

1 . A
26 +AK? || A-|l, +281og — 2(J*,0)
where

M
2(J5,0) = 267 (g — fur) — 2K> || Ayl — 2K229k [ Akl

k=1
M
— 4K | A llfs — 4K 0k || Akl
k=1
M 1 M 1
=5 Ol = furll; — Blog — = B O log —.
k=1 7 k=1 k

The function z(J*,-) is affine in its second argument. Thus it is maximized at a vertex
of AM and

2(J70) € max 2(J7,0) = | max | ()% e) < max () ex).

=1,...,

1
281og — <
25 log 711*) +j,k311?¥.,MC]k’

where

Gk = z(jer) = 267 (i — py) — 2K°(| A5, + 1Axll,) — Blog

~ A 112 2 2
= 5 ke — gl — AR (|| Axlls + Al 45l s)-

Tk
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Let Bj, = Ay — A;. Using fip — f1; = Bjr€ + (Bjif + by, — b;) and (13.7), we get
G = 267 (Ax — A))€ —2K>(I 4511, + [ 4kly) — K> (I Akl + 1451 5is)
+€ g — 5 | Bif + b — b5

— 3Bl — Blog

TR
where o = 2(Inxn — %Bka)(Bjkf + b — bj). The vector oy, satisfies
lajilly < 2(1+ 5lIBjwlly) [1Bjkf + be — bl -
We have — || Bjr€ Hg < 0 almost surely and by the triangle inequality:
—2K2(| Ajlly + 1 Akll) < —2K2 | Ak = Al
—4K3 (|| A5 ll5s + [ AkIEs) < —2K2 [ Ay — 4; s -

Let > 0. We now apply the concentration inequality (4.4) to the matrix 2(A, — A;)
and the Hoeffding-type inequality (4.1) to the vector «;j. Using the union bound, the
following holds with probability greater than 1 — 2 exp(—x):

2
Gk < AKZ(|A; — Aklllyw + AR [|Ag — Ajllgg vV — 2K7 || Ap — Aj s

2
+ 2K (1 + 3Bk lly) | Bjf + bx — bjlly V22 — & || Bjrf + by, — byll5

1
— Blog .

Tk

2,2 .
% we obtain

Finally, using the inequality st <
AK? | Ak — Aj|lps VT — 2K2 || Ay — Aj|5g < 2K

We apply this inequality again with ¢ = || Bjxf + b, — bj[|, and s = 2K (1+1| B |l,) v2:

8

2K (1+ 3[IBjillly) I Biif + bx = bjll, V22 — § | Bjif + by — byl
2 52
=st—5 <5 = 4K (1 + || Bjxllly) .
The above displays yield the following bound on (jz, with probability greater than
1 —2exp(—2x):

G < K26+ 4lBjell, + 1 Bjillls)x — Blog < B —log

Tk Tk

)’

since 8 = K?%(6 + 8L + 4L?). We finish the proof using the change of variable 2/ =
r—log ﬁ and the union bound on j, k = 1, ..., M, as in the proof of Appendix B.2. [

We follow exactly the strategy given in [9, 24] to prove Theorem 4.1 by combining
the oracle inequalities (4.3) and (4.7).
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Proof of Theorem /.1. Let 6 € RP? be a minimizer of the right hand side of (4.9) and
let J C {1,...,M} be the support of @, hence ||y = |.J].

We apply the oracle inequality of Proposition 4.2 with L = 1 and the oracle in-
equality (1.3) to the ordinary least squares i QLS With the union bound, we have
with probability greater than 1 — 3exp(—z):

" 1
TS —£3 + 8K | Ajlls + 4K || A ], + 20log — - Bz,

N 2
e <
2

1695 ~ £ < %0 - £ + K22l + 30,

~nOLS __

where A is the projection matrix such that 47 = Ajy and j is given in (1.6). By

properties of orthogonal projections, ”AJ”HS < |00 and ||As]|, < |0]o. Combining the
two oracle inequalities above with the following bound from [24, Section 5.2.1]:

1 1
lo —<29 lo + =,
g 1lo g(w' ) 5
it yields

[xds74 - H %6 — sz+K212|9|0+ﬂ+4ﬂ|9|010g< >+K2(3+ﬂ)

0o

and replacing S by the expresssion of the RHS of (4.6) with L = 1 finishes the proof. [
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