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Abstract
We propose a new test for the presence of job-market signaling in the sense of Spence

(1973), based on an extension of the Mincerian log-wage equation. We test the assumption
that employers are fully informed about relevant worker characteristics vs incomplete infor-
mation (i.e., signaling). Our test is based on a variable called delay, defined as the residual
of a regression of school-leaving age on the worker’s highest degree. Making use of various
instruments, we find a robust, significant and negative impact of delay on wages, averaged over
the first five years of career. A year of delay causes a 9% decrease of the student’s wage, while
at the same time, returns to education are positive with standard values. We show that the
assumption of fully informed employers is not compatible with this effect. The only reasonable
explanation, supported by the data, is the fact that longer delays signal unobserved but neg-
ative characteristics. We finally estimate a nonlinear model of education choices and cannot
reject the assumption that the data is generated by a job-market signaling equilibrium.

Résumé
Dans cet article, nous proposons un nouveau test de la théorie du signal au sens de Spence

(1973) sur le marché du travail et sur la base d’une extension de l’équation de Mincer. Nous
testons l’hypothèse d’information incomplète des employeurs, relativement aux caractéristiques
productives des salariés nouvellement embauchés, contre l’hypothèse de base que leur informa-
tion est complète. Notre test s’appuie sur une variable appelée retard, définie comme le résidu
d’une régression de l’âge à la fin des études sur le diplôme le plus élevé obtenu. En utilisant
différents types d’instruments, nous trouvons un impact négatif, robuste et significatif du retard
sur les salaires, calculés en moyenne sur les cinq premières années de carrière. Une année de
retard a pour conséquence un salaire de 9% plus faible, alors qu’en parallèle, les rendements
de l’éducation sont positifs avec des valeurs standard, comparativement à la littérature sur la
question. Nous montrons que l’hypothèse d’information complète n’est pas compatible avec cet
effet. L’unique explication raisonnable, mise en évidence par les données, est que le retard au
sein du parcours scolaire est un signal négatif relativement aux caractéristiques inobservables.
Enfin, nous estimons un modèle structurel de choix du niveau d’éducation non linéaire et ne
pouvons rejeter l’hypothèse que les données sont engendrées par un équilibre avec signal.
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1 Introduction

The consequences of incomplete information on labor markets have been explored in various

ways 1, but a handful of contributions only have proposed empirical tests of Spence’s (1973)

job-market signaling theory, since the mid-seventies. Empirical tests of Spence’s theory are

difficult to construct. The basic reason for this difficulty is that signaling and more traditional

human-capital theories, inspired by Becker (1964) and Mincer (1974), predict the same

increasing relationship between education and wages. Early attempts are, for instance, due

to Wolpin (1977), Riley (1979) and Albrecht 2 (1981). A decomposition of the productivity-

enhancing and signaling effects of education can be obtained with the help of a structural

model, but only at the cost of strong restrictions (see Fang (2006)). Some identification

strategies rely on shocks affecting the supply or demand of education (e.g. Lang and Kropp

(1986), Bedard 3 (2001)). Closer to the approach proposed below are strategies testing

for the presence of statistical discrimination in wages, based on the presence or absence of

a certificate. For instance, Tyler, Murnane and Willett (2000) test if the GED (General

Educational Development) credential has a signaling value on the US labor markets4.

Spence’s signaling hypothesis is often opposed to human-capital theories although in

fact, one should interpret the signaling view as encompassing the complete information view

of wages, i.e., ‘Becker’s’ view (on this point see Riley (2001), Weiss (1995)). If employers

imperfectly observe the relevant characteristics of job applicants, a number of observable

1 On the empirical assessment of adverse selection problems, see, for instance, Gibbons and Katz (1991),
Foster and Rosenzweig (1993), Shaw and Lazear (2008).

2See also Albrecht and van Ours (2006).
3Under the assumption of employer full-information, the opening of a new college in some remote county

would reduce the costs of higher education and therefore only induce some of the students to study longer.
In contrast, if we observe a signaling equilibrium, the same college opening would change the average pro-
ductivity of high-school graduates, because the best students would choose to go to college. The wages of
high-school graduates would then decrease to reflect the lower quality of the group of students choosing to
stop after high school, and the incentives to finish high school would be reduced for the weakest students.
As a consequence, the number of high-school dropouts would also increase. In essence, Bedard (2001) shows
that her data support this prediction.

4The GED is a battery of tests that a high-school dropout can take as a “second chance”. On this
question see also Cameron and Heckman (1993). Tyler et al. (2000) assume that the total test score
measures human capital. But the passing standards differ from one US state to another. This constitutes
a natural experiment, because some high-school dropouts with equal GED test scores differ in GED status.
Tyler et al. (2000) then show that the young workers who passed the GED earn significantly higher wages
than workers who failed because of stricter standards but have the same underlying test score. This is a sure
sign that signaling is taking place.
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characteristics can become signals in the sense of Spence, and play a role in the determina-

tion of wages. In contrast, traditional human capital theories are valid if these informational

aspects of wage formation are of limited importance in practice, because employers observe

many relevant traits of the employees and learn quickly about their productive characteris-

tics. But the signaling hypothesis is obviously not incompatible with the fact that education

increases a student’s future productivity. We view Spence’s theory as an extension of Becker’s

theory under conditions of incomplete information5.

Our approach borrows elements from the recent literature on employer learning

(e.g., Farber and Gibbons (1996), Altonji and Pierret (2001), Lange (2007)). According

to employer-learning theory, the impact of job-market signaling effects is limited to the be-

ginning of a worker’s career, because employers learn the unobserved ability characteristics

of employees after a few years only. Thus, we have a good chance of finding a signaling

effect before it fades out, precisely because our data cover the first years of career of young

workers.

Our new test for the presence of job-market signaling in the sense of Spence (1973)

is based on an extension of the Mincer equation. In our testing procedure, log-wages are

explained by two endogenous variables: the student’s degree and the student’s time to degree,

not simply by years of education. There is a substantial amount of individual variability in

time to degree-completion, conditional on the highest certificate or diploma earned by the

student. We show that an appropriately defined function of school-leaving age, called delay,

has a negative impact on wages at the beginning of a worker’s career. To be more precise,

we regress log-wages on a measure of education, which is a position on a scale of certificates

and degrees and on student delay, defined as the difference between the individual’s school-

leaving age and the average school-leaving age of students holding the same certificate or

degree. These two variables happen to be orthogonal by construction, because delay in our

sense is the residual of a regression of school-leaving age on education. Delay is the part of

age that is not explained by the highest degree. Both variables are also potential signals in

the sense of Spence and are potentially endogenous in the wage equation. Our idea is to

5 On the debate about job-market signaling and the social value of education, see e.g. Lange and Topel
(2006).
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focus on the second signal, that is, delay.

Following Farber and Gibbons (1996), we distinguish four kinds of variables: (i)

variables observed by both the employer and the econometrician (education, age, various

controls); (ii) variables observed neither by the econometrician nor by the employers (un-

observable individual “ability” characteristics); (iii) variables observed by the employer but

not by the econometrician (potentially some individual characteristics of the employee), and

crucially, (iv) variables observed by the econometrician, but not by the employer (past en-

vironmental factors that matter for the student’s highest degree and time-to-degree but are

not reported in the employee’s CV). In the work of Farber and Gibbons (1996), the role

of category-(iv) variables is played by the Armed Forces Qualification Test (AFQT): it is

assumed that the AFQT measures unobserved ability and is not observed by employers. In

the present research, we assume that employers do not observe our instruments.

Since education and delay, as defined above, are endogenous, two instruments at least

are needed to identify and consistently estimate their coefficients by means of IV methods in a

log-wage equation. To this end, we show that various instruments can be used, but we mainly

employ past school-opening instruments, and distance-to-the-nearest-college, measured when

students were entering grade 6. For instance, employers are assumed not to observe variations

in the local ratios of schools to school-age population that are shown to have an impact on

school-leaving age. Using 3SLS, we find a robust, significant and negative impact of the

delay variable on wages, averaged over the first five years of career: a year of delay causes

a 9% decrease of the student’s wage. This figure is far from negligible and stems from the

fact that delay conveys information about the unobserved ability of young workers.

The following story gives the intuition for our identification strategy. Assume that

Adam and Bob are two equally able students with the same type of parents and the same

degree, but that they differ in their school-leaving age. We observe that Adam earns more

than Bob at the beginning of his career, in spite of the fact that they are equally gifted and

productive. Adam was raised in a favorable environment and finished college sooner than

Bob. Because he was born in a remote spot, Bob has faced unobserved difficulties during

his school years that caused him to repeat a grade. In spite of these conditions, he fully

caught up with Adam in terms of competence, but he unfortunately sends a less positive
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signal. In our model, if delay did not convey information and was not used by employers to

statistically discriminate, then consistent estimates of the impact of delay on wages should

be zero.

To obtain these results, we first constructed a linear signaling model that can be used

to test for the presence of statistical discrimination based on delay. The return-to-education

coefficients that we find are the sum of two effects: the productivity-enhancing effect and the

signaling effect, the latter being due to the fact that education is correlated with unobserved

ability characteristics. But only the sum of the two effects is identifiable. For the same

reasons, the coefficient on delay in the wage equation is also potentially the sum of two

effects, but a significant and negative impact of delay cannot be obtained in a human-capital

model with fully informed employers, unless we are ready to assume that workers’ experience

and maturity, or partial completion of degrees, have a negative productivity, contrary to well-

established empirical findings. Thus, signaling in the sense of Spence is the only likely reason

for which delay has a significant and negative impact in the wage equation. A number of

checks show that the result is fairly robust.

We then specified and estimated a nonlinear model of individual educational invest-

ment in which students choose an education level, based on private information, while bearing

two sorts of risk: the risk affecting future wages and the risk affecting education costs, which

is mainly due to time-to-degree uncertainty. The nonlinear model is derived from the as-

sumption of expected utility maximization by imperfectly informed students, under rational

expectations, and has very clear sources of identification: these are essentially the same as

in the linear model. Students are assumed able to predict delay conditional on private in-

formation, and to take its impact on future wages into account. The nonlinear results fully

confirm the linear results. In other words, we cannot reject the theory: the negative impact

of delay is compatible with correct anticipation of this impact by students and therefore

with a full-fledged signaling equilibrium. Students choose education but delay acts as an

additional, not fully controlled signal of their ability.

To estimate the models, we used a very rich sample of 12, 310 male students, based on

a survey6 of young workers conducted in France between 1992 and 1997. The survey provides

6 The survey is called Génération 92, and produced by a French state-sponsored institution called CEREQ.
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a wealth of details on family background, educational achievement, type of certificates and

degrees, and a month-by-month reconstruction of labor market experience during the first

five years of career. The data permit one to distinguish the duration of schooling from

effective certificates. This is relevant because a substantial fraction of students failed exams

and (or) repeated grades. The total accumulated delay of a student can be computed, since

we observe his school-leaving age and can compare it with the average school-leaving age of

the students who passed the same exams.

The relevance of degrees (as opposed to years of education) has been discussed in the

literature. A number of authors have identified “sheepskin effects”; see e.g. Hungerford and

Solon (1987), Groot and Oosterbeek (1994), Jaeger and Page (1996). Degree holders tend

to obtain higher wages than the workers with the same number of years of education, but

who failed to pass the final exams. At the same time, Kane and Rouse (1995) showed that,

among those who failed to earn the degree, the number of credits (i.e., partial completion

of a two-year college’s degree, for instance) does matter. Time-to-degree and other forms of

schooling delays are in fact important from the empirical point of view7.

Grade repetitions in primary and secondary school are frequent in some countries

(like for instance France, Portugal and Spain), and absent in some others (the UK, Scan-

dinavian countries, and in general in countries enforcing automatic promotion policies; see

Paul (1997)). In the US, only a small percentage of students are repeating in any given

year, but 20% repeated at least one grade by age 158. Grade repetitions are also frequent

in developing countries (see, e.g. Gomes-Neto and Hanushek (1994)). The data used below

are generated by an educational system that has several sizeable sources of delay, because

grade repetitions in primary, secondary and higher education are very common in France9.

See section 2 below for details.
7 For instance, Brunello and Winter-Ebner (2003) have analyzed the expected completion time of college

students in 10 European countries; they show that the percentage of students completing their degree at least
one year later than the required time ranges from 30% in Sweden and Italy to zero in the UK. The problem
seems to be important in the US, at the undergraduate as well as graduate levels. There is also a literature
on the time taken to complete PhDs in various countries (see Booth and Satchell (1995), Ehrenberg and
Mavros (1995), Van Ours and Ridder (2003)). The recent work of Garibaldi, Giavazzi, Ichino and Rettore
(2006) identifies the impact of tuition fees on the time-to-degree of students at the Bocconi University in
Milan. They show that a 1000 euros increase in tuition, in the last year of the programs, would reduce the
probability of late graduation by 6 percentage points (with respect to an average probability of 80%).

8 On grade repetitions in the US, see e.g., Eide and Showalter (2001).
9 In this country, 45% of grade 9 male students had already accumulated at least a year of delay in 2002.
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Our delay variable is the result of an addition of these sources of age variation.

As noted above, the impact of delay can be identified only with the help of instru-

ments. Indeed, OLS estimations of log-wage regressions yield a small positive coefficient on

delay. Instrumentation is therefore crucial. Distance to the nearest college (at the time of

junior high-school entry) is one of our instruments (although we can dispense with it and

still obtain the results)10. College proximity instruments, measuring a form of exogenous

variation of education costs, have been used by a number of contributions, including the

pioneering work of Card (1995) (see also, e.g., Duflo (2001), Carneiro et al. (2003)). This

instrument has been criticized for various reasons, and notably because mobility in geograph-

ical space is likely to be endogenous. In the present research, distance-to-college is measured

at the time of entry in the French equivalent of grade 6, that is, years before the age at which

students effectively decide to go to college, and thus predetermined.

Our core instruments are based on school openings, and we took inspiration from

Currie and Moretti (2003). We used the complete listing of the addresses and dates of opening

of all secondary high schools, vocational colleges, colleges and universities in France since the

early fifties, using a file from the Ministry of Education11. We tried various possibilities, but

the instruments exploiting vocational high-school supply variations happened to work better

than others12. In some robustness checks, we also use the student’s month of birth, and

claim that it is an admissible instrument for delay13. These assumed sources of exogenous

variation pass the tests of overidentifying restrictions and of weak instruments. These tests

are crucial because the question of knowing which variables are observed by employers is

ultimately empirical. If the employers did observe our instruments, this knowledge would

be reflected in wages, and the overidentifying restrictions would be rejected. At the same

time, of course, instruments must be strong, and given the multidimensional nature of the

instrumentation problem, we need to do more than simply applying the usual rules of thumb.

10 The instrument has been generated with the help of detailed geographical data of the French National
Geographic Institute (Institut Géographique National).

11 The Base Centrale des Etablissements.
12 We computed the stock of vocational high schools in the county of residence at the age of entry into

grade 6 of the student, and we divided this stock by the population aged 15 to 19 in the same county, at the
same moment.

13 We show below that the month-of-birth variable passes the test of weak instruments in the sense of
Stock and Yogo (2005), because it is a good instrument for delay (not for education).
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We provide an application of the weak IV tests proposed by Stock and Yogo (2005).

We now add a few comments on our complementary structural approach, and its re-

lationship with the literature on human capital. The literature on returns to education has

been entirely renewed in the 90s by the quest for instrumental variables, aimed at solving the

problem posed by the endogeneity of education; see the surveys of Card (1999), Heckman

et al. (2003). At the same time, a small number of structural econometric approaches have

tested theories of individual schooling investments in models in which schooling decisions are

derived from expected utility maximization, using dynamic programming; see, e.g., Keane

and Wolpin (1997), Eckstein and Wolpin (1999), Taber (2001), Belzil and Hansen (2002),

Magnac and Thesmar (2002), Attanasio et al. (2005). The increasing need to take individual

heterogeneity of returns and information into account has led to contributions proposing a

decomposition method for the cross-section variance of earnings. This variance is broken

into a component that is predictable at the time students decide to go to college, and an un-

forecastable component, using a method of separation of individual heterogeneity from pure

earnings-risk: see Carneiro et al. (2003b), and Cunha et al. (2005). The latter approaches

are based on the identification of underlying, unobservable factor structures14.

For our nonlinear econometric specification, we took inspiration from these contri-

butions. Our model has a simple structure as compared to dynamic programming models

à la Keane and Wolpin; it is essentially derived from static expected-utility maximization:

as if the student would decide at the age of say, 13, his highest targeted degree, bearing

the risk of random completion time (with correlative random costs) and random earnings.

This simplification has two sorts of advantages. First, it allows for the use of simple estima-

tion methods: straightforward Maximum Likelihood, without any additional difficulty due

to nested algorithms. Second, the model has a closely comparable “reduced-form” coun-

terpart, which is an Ordered-Probit, latent-index model à la Heckman, and its sources of

14 On this methodology, see also Bonhomme and Robin (2006). These authors use two different measures
of education to identify a factor structure in the residuals of a wage equation. The first measure is school-
leaving age — call it ‘age’, for short. The second is a coding of the highest diploma obtained by the individual
in 16 categories: this latter variable taking the median value of school-leaving age in the sample, in each
diploma category — call it ‘diploma’, for short. These two variables are close to our (education level, delay)
pair, although different in principle. Bonhomme and Robin (2006) identify two factors, explaining ‘age’,
‘diploma’ and wages simultaneously. They conclude that the ‘true education’ variable would be a certain
combination of the two factors, and that ‘diploma’ and ‘age’ measure ‘true education’ with error.
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identification are very clear. In spite of its relative simplicity, our model captures a dynamic

element, which is the fact that individual schooling decisions are made on the basis of wage

expectations, conditional on some background characteristics observed by the student, but

unobserved by the econometrician.

In the following, Section 2 is devoted to the linear model and to the test of Spence’s

hypothesis; Section 3 describes the datȧ and instruments; Section 4 presents estimation re-

sults and various robustness checks; Section 5 presents the nonlinear model and its estimation

results.

2 The Linear Model and Test of Spence’s Hypothesis

We first present our testing strategy for the presence of job market signaling in the sense

of Spence (1973). The test relies on an extended log-wage equation, suggested by economic

theory. The log-wage equation can be embedded in a linear system of simultaneous equations,

by the addition of auxiliary regressions explaining education and delay. In the following

section, the test is applied to our data and we jointly estimate the log-wage and linear

auxiliary equations, using 3SLS, with the help of several instruments. In principle, in its

simplest form, the test can be implemented if at least two valid instruments for education

and delay can be found. Our main empirical result is that delay and education, as defined

above, have significant and opposite effects on labor market outcomes. The most likely

explanation for this result is that signaling is taking place: we reject the employer full-

information hypothesis.

2.1 Derivation of the Model

Let si be individual i’s education level and let di be i’s school-leaving age. Let in addition

τ(si) denote the average school-leaving age of the subset of individuals with the same educa-

tion level s as i, that is, with s = si. Function τ(s) is the empirical counterpart of E(d | s).
Individual i’s delay is defined as δi = di − τ(si). Delay is thus the part of school-leaving age

that is not predicted by education s. Alternative definitions are possible, but would lead to

very similar econometric formulations (see our remarks below). We now drop the index i to
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simplify notation.

We assume that an individual’s productivity, denoted q, is given by the relation

ln(q) = a0s + b0δ + Xc0 + θ1 + θ2, (1)

where X is a vector of covariates observed by both the employers and the econometrician, θ1

is an ability factor observed by the employer, but not by the econometrician, and θ2 another

ability factor, observed neither by the employer nor by the econometrician. Both are assumed

to have a zero mean, finite variances and a non-negative covariance. The productivity effect

of education is denoted a0; it is in general nonnegative. The direct productivity effect of

delay is denoted b0. It is not clear that this second effect is nonzero, but it is presumably

nonnegative, because it is a measure of experience, a measure of the student’s maturity.

We will return to this important point later. Parameters c0 are the coefficients on control

variables X, observed by employers, students and the econometrician. To sum up, we assume

that employers are incompletely informed: they observe only (X, s, δ, θ1). It is reasonable to

assume that some relevant characteristics of a job applicant are not directly observed by the

employer, at least at the beginning of a career. This is enough to generate the possibility

of signaling à la Spence (1973). We define “Spence’s hypothesis” as the assumption that

employers do not observe θ2. In contrast, we define “Becker’s hypothesis” as the assumption

that employers observe (X, s, δ, θ1) and θ2, i.e., under this assumption, employers observe all

the productivity-relevant characteristics of applicants.

Standard economic theory, as well as Spence’s theory, suggest that wages w are equal

to the expected productivity of employees conditional on employers’ information, that is,

w = E[q | X, s, δ, θ1].

Now, assuming that our random factors and random error terms are normally distributed,

ln(q) conditional on (X, s, δ, θ1) is also normal. Using the well-known formulae for the ex-

pectation of a log-normal random variable, we thus have,

w = exp{E(ln(q) | X, s, δ, θ1) + (1/2)V ar(ln(q) | X, s, δ, θ1)}.

A special property of normal vectors is that the conditional variance V ar(ln(q) | X, s, δ, θ1)

doesn’t depend on the value of (X, s, δ, θ1); it can therefore be treated as a constant, included
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in X. Thus, we get the equation,

ln(w) = a0s + b0δ + Xc0 + θ1 + E(θ2 | X, s, δ, θ1). (2)

Under the assumed normality of the variables, conditional expectations are linear, and we

get the convenient formula,

E(θ2 | X, s, δ, θ1) = a1s + b1δ + Xc1 + f1θ1, (3)

where a1, b1, c1 and f1 are theoretical regression coefficients. Substituting this result in the

log-wage equation, we finally get the model,

ln(w) = (a0 + a1)s + (b0 + b1)δ + X(c0 + c1) + (1 + f1)θ1. (4)

We obtain a two-dimensional signaling model. Delay appears in the log-wage equation mainly

because it is a signal which conveys information about the hidden talent factor θ2. The same

is true with the education variable’s coefficient, which is the sum of two effects: the direct

productivity-increasing effect of education a0 plus Spence’s signaling effect a1. It is not

possible to identify a0 and a1 (or b0 and b1) separately without making strong additional

assumptions, but we can easily test if b1 is significantly negative, if we can find a consistent

estimator of b = b0 + b1, and if we are ready to assume that the pure productivity effect of

delay b0 is nonnegative.

2.2 Testing “Spence” vs. “Becker”

Technically, we assume that some variables Z are exogenous sources of variation for s and

δ, assumed uncorrelated with the θs. Variables Z shift the student’s costs of education. To

be precise, if we assume

p lim(N−1ΣN
i=1Z

′
iθi1) = 0, (5)

and if Z has at least two components, Z is a valid vector of instruments for s and δ, under

Spence’s hypothesis. The central argument here is that Z is a list of environmental factors

that had an impact during the individual’s childhood but are typically not reported in a

CV — something that is not written on the applicant’s face — and therefore, that vector Z
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is not included in the employer’s information set. Even if variables Z are in fact observed

by the employer, there are some relatively mild assumptions under which they can still be

excluded from the wage equation, as shown below. In addition, under Spence’s hypothesis, if

Z happened to be correlated with θ2, since θ2 is not observed by employers, it is not reflected

by the wages, and the wage equation can still be estimated consistently with the help of Z.

In the application below, we used more than 2 instruments and could thus use the test of

overidentifying restrictions to show that none of the chosen instruments can significantly

explain the wage equation’s residual.

Assume now that Spence’s hypothesis, as reflected by the model stated above is

wrong, and assume on the contrary that a full-information version of the theory holds.

For convenience, we call “Becker’s hypothesis” the model in which ability factors θ1 and

θ2 are fully observable by the employers (but not by the econometrician). Under Becker’s

hypothesis, we thus have,

ln(w) = a0s + b0δ + Xc0 + θ1 + θ2, (6)

and s and δ are given by linear equations with the same structure as above.

If we estimate the regression ln(w) = as+bδ+Xc+ν, where ν is a random error term,

by ordinary least squares, the estimations of a and b are potentially biased under Becker’s

as well as under Spence’s hypotheses. Education s and delay δ are clearly endogenous under

either assumption.

If we strengthen our hypothesis and assume in addition,

p lim(N−1ΣN
i=1Z

′
iθi2) = 0, (7)

then a test of “Spence” versus “Becker” is at hand, using our linear model.

Under Spence’s hypothesis, the IV estimates (âIV , b̂IV ) of the coefficients on s and δ

in the log-wage equation are consistent and we find,

p lim(âIV ) = a0 + a1, p lim(̂bIV ) = b0 + b1.

In contrast, under Becker’s hypothesis, the same IV estimates are consistent but satisfy

p lim(âIV , b̂IV ) = (a0, b0). If Becker’s hypothesis holds, we strongly expect to find b̂IV ≥ 0
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and if in contrast, this coefficient happens to be significant and negative, then Spence’s

hypothesis holds. This is because the result can only be due to the fact that b1 < 0 under

the prior assumption that b0 ≥ 0. We thus have a test of the presence of signaling in the

sense of Spence, conditional on the assumption that b0 is nonnegative.

Given that we find that b̂IV < 0, the most plausible interpretation of our results is

therefore that a form of Spence’s signaling hypothesis is present in the data. Delay signals

negative unobservable productivity characteristics to the employer. Our estimates would be

compatible with a full-information view only if delay destroyed productivity (because then

b0 would be significant and negative). This could for instance be due to the fact that higher

delay in fact measures a form of lower “quality” of the diplomas and certificates. But this

interpretation contradicts the full-information assumption according to which employers ob-

serve the productivity-relevant aspects of quality directly: under “Becker’s view,” employers

do not need to use delay as a proxy for something that they are supposed to observe directly.

The only consistent interpretation of the presence of the delay variable in the log-wage equa-

tion, under employer full-information, is therefore to view it as a measure of experience,

of maturity, or a measure of partial degree-completion. We know from the literature that

potential experience (i.e. “maturity”) and partial degree completion15 (i.e., “credits”) have

a positive return. Students that are slightly older than the average of the group holding the

same degree could only be (slightly) more productive ceteris paribus, given that negative

characteristics have been taken into account (i.e., controled for) by the employer. This is

why we have a test of “Becker vs Spence”.

Note at this point that, when we reject “Becker”, we do not reject the fact that ed-

ucation can have real productivity-enhancing effects, that is, a0 > 0. Our formulation of

Spence’s model is not incompatible with the fact that education really increases productivity,

and we do not test this latter assumption. We only reject the assumption that employers

are “fully informed”, in the restricted sense that they observe and price any relevant char-

acteristic of job applicants.

The validity of our assumption that Z is not observed by employers depends of course

on the chosen Z, but is ultimately an empirical question. If Z cannot explain the residuals

15 Again see Cameron and Heckman (1993), Kane and Rouse (1995).
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of the wage equation, then Z cannot be in the employer’s information sets, or Z is irrelevant

for the pricing of labor. More precisely, it is possible to dispense with the assumption that

Z is not observed by employers, provided that Z is irrelevant in a certain sense. We can

admit that employers observe Z if (i), Z has no direct impact on productivity q, and (ii), Z

doesn’t contribute to the explanation of θ2, given X, s, δ, θ1; in other words, if the regression

function E(θ2 | X, s, δ, θ1, Z) doesn’t depend on Z. Finally, if delay itself is not observed

by the employers, then, it is easy to check that we must have p lim(̂bIV ) = 0. We now

show how auxiliary equations can be appended to the log-wage equation. The discussion of

this extended model will shed light on the empirical results, and allow for a more precise

assessment of the weak instruments problem in our framework.

2.3 Auxiliary equations: the potential weak instruments problem

Assume now that students make rational educational investment decisions based on a cost

of education function C(d, s,X, Z), where d is school-leaving age (or years of schooling), X,

Z and s are as defined above. There are at least two “cost-shifters” with differing impacts

on students and we can partition the vector Z as Z = (Z1, Z2). We assume that,

C(d, s,X, Z) =
b2d

2

2
+ sZ1a2 + Xc2. (8)

The cost is mainly an increasing and convex function of time spent in the educational system

and family-background controls, and in addition there are some specific interaction effects

of Z1 with s: cost is smaller when, say Z1 is higher, and all the more since ambitions s

are higher. Typically, we will use past vocational high-school openings as Z1. There could

be other interactions and other impacts on C but they would not add anything essential.

An essential point is that duration d is random, from the point of view of students and

employers. We assume the following,

d = µs + λZ2 + Xc3 + θ3, (9)

where µ > 0, λ 6= 0 and θ3 is a random factor, potentially correlated with θ1 and θ2.

Typically, we have in mind that µ ' 1, and indeed, with our data, when we estimate the
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above equation while taking the possible endogeneity of s into account (using in fact Z1 as

an instrument), we find that µ ' 1.03, not significantly different from 1.

The crucial assumption is that employers do not observe Z, but that Z is observed

by students and the econometrician. From this we can now derive delay as employers see

it. We assumed that they take delay δ to be the part of age that is not explained by

the highest degree, i.e., δ = d − E(d | s). Under normality assumptions, we easily find

E(d | s) = κ0 + (µ + κ)s, where κ0 and κ are theoretical regression parameters16. From this

we derive the delay equation,

δ = −κ0 − κs + λZ2 + Xc3 + θ3. (10)

With our data, if we regress d on s using OLS, we find a very precise estimate of µ+κ, equal

to 0.7: it follows17 that κ ' −0.3. Instead of the above definition of delay, we could have

assumed that δ = d − E(d | s, X, θ1), since employers observe (d, s,X, θ1) by assumption.

This more sophisticated representation would not change anything essential; see Appendix

C.

Students are assumed to observe X, Z, and a random factor θ0. But they do not

observe θ1, θ2 and θ3. From their point of view, school-leaving age and wages are random

and therefore risky. Assume that they choose education s so as to maximize,

E

[
ln(w)

r
− C(d, s,X, Z) | X, Z, θ0, s

]
, (11)

where r is some discount rate. Equivalently, using the above specifications, it follows that

students are assumed to solve,

max
s
{(a0 + a1)s + (b0 + b1)E(δ |X,Z, θ0, s) + X(c0 + c1) + (1 + f1)E(θ1 |X,Z, θ0, s)

−rsZ1a2 − rXc2 − (1/2)rb2[E(d |X, Z, θ0, s)
2 + V ar(d |X, Z, θ0, s)]}. (12)

Now, under normality, V ar(d |X,Z, θ0, s) doesn’t depend on (X, Z, θ0, s) and E(d |X, Z, θ0, s)

is linear with respect to (X,Z, θ0, s). Thus, the first-order conditions for an optimal schooling

investment s are of the form,

ν0 − rZ1a2 = ν1E(d |X, Z, θ0, s), (13)

16 and κ0 + κs = λE(Z2 | s) + E(X | s).c3 + E(θ3 | s).
17 Note that κ is the OLS bias of the coefficient on s, due to the fact that employers do not observe Z.
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an expression in which ν0 is a function of a0, a1, b0, b1, f1, etc, and ν1 is a function of r, b2, µ,

etc. It follows that the optimal education level s is a linear function of (X, Z, θ0). For some

reduced-form parameters h0, h1, h2, h3, we have the first-stage equation,

s = Xh0 + Z1h1 + Z2h2 + h3θ0. (14)

Note that κ, the coefficient of s in the δ equation, is identified thanks to Z1, the

cost-shifters excluded from the d equation. We write delay in reduced form as follows,

δ = Xg0 + Z1g1 + Z2g2 + g3θ0 + θ3, (15)

and g0 = c3 − κh0, g1 = −κh1, g2 = λ− κh2, etc.

Now, we more clearly see some potential pitfalls. The above derivation of the reduced-

form equations for s and δ shows that there is a built-in risk of a weak-instruments problem,

because s and δ are nearly explained by the same linear combination of the instruments if

λ ' 0. This is a real danger, but we use Stock and Yogo’s (2005) approach to test for weak

instruments, and show that in fact we can find sets of more than two exclusions that are

fairly strong, and at the same time pass the test of overidentifying restrictions well. We can

now describe the data with which we have been able to apply the tests.

3 Data and Instruments

To perform the estimations presented below we used “Génération 92”, a large scale survey

conducted in France. The survey and associated data base have been produced by CEREQ

(Centre d’Etudes et de Recherches sur les Qualifications), a public research agency, work-

ing under the aegis of the Ministry of Education18. Génération 92 is a sample of 26, 359

young workers of both sexes, whose education levels range from the lowest (i.e., high-school

dropouts) to graduate studies, and who graduated in a wide array of sectors and disciplines.

Observed individuals have left the educational system between January 1rst and December19

31rst, 1992. They have left the educational system for the first time, and for at least one

18 Articles and descriptive statistics, concerning various aspects of the survey, are available at www.cereq.fr.
19 To fix ideas, the number of inhabitants of France who left school for the first time in 1992 is estimated

to be of the order of 640,000.
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year in 199220. The labor market experience of these individuals has been observed during 5

years, until 1997. The survey provides detailed observations of individual employment and

unemployment spells, of wages and occupation types, as well as geographical locations of

the students at the age of entry into junior high-school (roughly 11), and in 1992, when they

left school. The personal labor-market history of each survey respondent has been literally

reconstructed, month after month, during the period 1993-1997, by means of an interview.

Before 1992, the individual’s educational achievement is also observed.

For the purpose of estimation, we have created several variables with the help of the

data. More precisely, we computed four endogenous variables: (i) an earnings statistic, (ii) a

probability (or rate) of employment, (iii) education, and (iv) delay. We also studied variants

of the earnings and employment variables.

Education levels, representing degrees, are indicator variables. But to explore the

impact of degrees in a linear model, we constructed a synthetic schooling variable, dubbed

education. By definition, it is the individual’s “normal age” after a number of years of

successfully concluded education. The “normal” number of years needed to reach the indi-

vidual’s grade, sit the exam and earn the degree, is a conventional age, associated with each

individual’s school-leaving degree. For each degree or certificate, the normal age is thus the

age of those who earned this degree or certificate, without any grade repetition or delay of

any kind — not the average completion age. Our education variable is thus a particular

construction that, albeit natural, is different from the traditional years-of-schooling used in

the literature. A number of conventions have been used: (i) the high-school dropouts have

a normal age of 13 years; (ii) the vocational high-school degree holders have a normal age

of 16 or 18 years, depending on the category of their certificate21; (iii) those who passed

the national high-school diploma, i.e., the baccalauréat22, have a normal age of 18 years;

(iv) two years of college23 correspond to a normal age of 20 years, and so on. In the linear

20 They did not return to school for more than one year after 1992, and they had not left school before
1992 except for compulsory military service, illness, or pregnancy.

21 i.e., the so-called Certificats d’Aptitude and Brevet d’Etudes Professionnelles.
22 Grade 12 students in the US correspond (roughly) to the French classe terminale, and the students of

this grade sit an examination called baccalauréat. There exist vocational versions of the diploma.
23 The corresponding exam is called DEUG (Diplôme d’Etudes Universitaires Générales), which is the

equivalent of an Associate’s degree, or DUT (Diplôme Universitaire de Technologie). There are exams at
the end of each of the college years in French universities, and the DEUG or DUT correspond to the end of
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model studied in Section 3 below, this education variable is used instead of the years-of-

schooling measure of human capital. In the nonlinear model, the education variable is not

used anymore, because education levels are indicated by dummy variables.

Each individual’s curriculum on the job market is an array of data including a number

of jobs, with their corresponding wages and durations in months, and unemployment spells,

again with a length in months. To estimate the returns to education, we rely on a single,

scalar index of earnings for each worker. We constructed four different wage variables with

the help of the data. The first statistic is simply the arithmetic average of the full-time wages

earned during full-time employment spells, weighted by their respective spell durations. In

the following, this index is called the mean wage. We also consider a second and a third

statistic: the wage earned by the individual in his first full-time job, called the first full-time

wage, and the last wage, earned in the last full-time job observed.

We can also compute a rate of employment. Each young worker is observed during

5 years, but depending on the exact month during which he or she left school, the number

of observed months can vary a little. It varies from 60 to 72 months, to be precise. Our

employment variable is the logarithm of the ratio of the number of months spent in employ-

ment over the total number of months in the observation period. For descriptive statistics

and further details, see Appendix A.

A substantial part of the variance of school-leaving age, conditional on education level

or degrees (again, see Appendix A), happens to be due to repeated grades. Grade repeaters

are quite common, even in college24. Delays are thus generated by grade repetitions in

primary, secondary and higher education. They are also computed with the help of some

conventions. An individual i’s delay δi is defined as this individual’s school-leaving age di,

minus the average school-leaving age τ of those for which this degree is the highest (and who

thus left school with that degree)25. This particular definition has a nice property, proved

below: education and delay in our sense are by construction orthogonal. The efficiency of

grade 14.
24 Freshmen repeating the first and second years of college are quite common.
25 We also studied a variant, in which delay was defined as school-leaving age minus normal age

(i.e.,“education”). The differences between the two approaches are small, but the chosen definition seemed
to yield better results.
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grade repetitions in primary and secondary education is of course a hotly debated issue,

but until today, the institution has survived. For instance, an individual who finished high

school and passed the national examinations (i.e., the baccalauréat) at the age of 19.33 is

below par and would get a delay of approximately −1.45 = 19.33− 20.78 years, because the

average age of those who left school at this level is 20.7826. The national high-school diploma

is required for admission to colleges (i.e., Universités) in France. Thus, a person who passed

the baccalauréat at the age of 18.5 and spent two years in college but failed to pass an

Associate’s or any equivalent degree has an education level of only 18 (which corresponds to

that person’s highest degree) and would have a delay of −0.28 years (since the average age

of those who left school with the baccalauréat is 20.78). Employers do observe the school-

leaving age and compare it to the average school-leaving age of similar students. Figures 1a-1c

provide various representations of the distribution of delay for males. Fig. 1a is the plain

non-parametric estimate of the density. Fig. 1b plots the densities, conditional on father

education; Fig. 1c shows the density of delay, conditional on the student’s education. Some

stochastic dominance is visible on Fig 1c, but the overall impression is that the distribution

of delay is quite stable and doesn’t depend on education.

26 School-leaving age can in fact be measured in months, and then converted back into years (in real
numbers). We observe that the average age at which those who went to college passed the national high-
school exam is of course lower than 20.78, but the national high school exam is not their highest degree. In
a number of regressions, we used delay measured in integers, i.e. in years, and the results are very similar.
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On top of this, the survey provides information on family background: the father’s

and the mother’s occupation in 92, the father’s and the mother’s education are the most

important of these variables. We also know if the parents are unemployed, inactive, retired

or deceased (in 92). Are also observed, for each individual: the number of sisters, the number

of brothers, the rank among siblings (i.e., birth order). We know the geographical location

of the student’s family at the age of junior high-school entry and the student’s location at

school-leaving age (i.e. in 1992). Location is rather precise since we know the code of each

commune, and there are more than 35, 000 communes in France.

Part of our instruments and some controls are based on data with a geographical
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structure. Using a file from the National Geographical Institute (i.e. Institut Geographique

National), which permits one to link fine territorial-division codes with geographical coordi-

nates on the map of France, we have computed a distance-to-college, which is the Euclidean

distance between the commune of residence at the age of entry into grade 6 and the nearest

college27 (i.e., the nearest Université). Note that distance to college is not computed with

the student’s location in 92, but with the coordinates of his residence at a much younger

age. This data source also yields a measure of local population density, which we used as an

additional control.

A number of other instruments are based on inter-county variation, where by county

we mean the French département28. With the help of Census and regional macro data

from the National Statistical Institute (i.e., INSEE ), we constructed a county-level share

of population aged 15-19 in 1982, that is used as a control. We constructed an average

county-level unemployment rate in the years 1982-1987, in the county where the student was

residing at junior high-school entry. This variable can possibly be used as an instrument if

we control for the rates of unemployment experienced by the individual after 1992. So, we

use the average rate of unemployment in the years 1992-1997, in the 1992 county of residence

of the student, as a control in the wage and employment equations. This is tantamount to

exploiting inter-county variability of past unemployment rates.

Finally, we constructed a battery of school-opening instruments, using a file from

the Ministry of Education (the Base Centrale des Etablissements) which lists all high-school

and two-year college openings in the country since 1950. The file enables one to distinguish

between vocational and general high-schools. The instruments based on vocational high-

school openings in each county happened to be the strongest. The 1980s in France witnessed

a rapid growth in the number of vocational high-schools (i.e., to be precise, of the lycées

professionnels and lycées techniques). Figure 2 shows the historical development of the

national stock of such schools, and displays a per capita version of this measure, namely,

the stock divided by the number of 15-year-olds. Both curves are strongly increasing and

correlated in the 70s and 80s. Interestingly, the data exhibit a substantial degree of inter-

27 This distance is the Euclidean distance between the two points on the map of France, in kilometers.
28 There are 95 départements in France. Communes are a much finer territorial division. So the distance-

to-college variable is close to being individual-specific.
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county variability of the stock of vocational high-schools, per capita of 15-to-19-year-olds.

The density of this county-level per capita measure in the year 1982 is depicted on Figure 3.

We use this variable as an instrument. In a recent paper, Currie and Moretti (2003), have

used the same kind of school-opening per capita, measured in the years when the individual

was at a crucial age, say 17 or 18. Here, given the structure of our data, we must avoid a

potential problem of negative correlation of the individual’s education with the high-school

stock. This correlation would simply reflect the fact that educated students are older at the

end of their studies and therefore experienced an environment with less high-schools during

their teens. To avoid this problem, we have chosen to fix the year at which the stock is

evaluated. The choice of 1982 as a fixed point in time, ten years before the school-leaving

year of students, characterizes the school-supply environments, roughly around the age of

junior high-school entry.

Now, one might argue that it is not the stock of high schools itself that plays a role,

but its growth rate or first difference. We then also computed the variation of our county-

level stock of vocational schools between two fixed points in time, namely between 1989 and

1982, and used the variation as an instrument. These years cover the relevant time span

during which most of our students were teenagers. Again, with this definition, the years

at which temporal variations are evaluated do not depend on the individual’s age, but only

on the individual’s county of residence at the age of junior high-school entry. Now, there
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is a substantial amount of inter-county variation in these stock variations in the sample, as

suggested by Figure 4, which gives a plot of the empirical density of stock variations. The

distribution is skewed (there are more increases than decreases in the stock of high-schools

per capita), but there is a non-negligible number of counties in which the stock has been

reduced by closings.

In some variants of the model, we used alternative sets of instruments. Our main

alternative to school-opening instruments is the individual’s month of birth, which is a good

instrument for delay. In some variants we also use a mother-at-home dummy, and the
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number of siblings as instruments, but they play a secondary role. We postpone any further

discussion of the validity of these instruments to the next section.

4 Estimation Results and Robustness Checks

As explained above, our data set contains detailed information on the length of employment

and unemployment spells during the first five years of career of a young worker, enabling

us to construct a second outcome variable: the probability of employment, denoted π. This

variable is modeled in a way which is analogous to wages. We have in mind that the

probability of employment depends on factors X, s, δ, and θ, for the same reasons as above.

This is because students exhibiting higher delay and smaller abilities are more likely to be

turned down by employers during the job search process. Such students are also more likely

to experience difficulties to find a stable job. A log-linear approximation is reasonable for this

model and we can thus estimate a second regression equation to explain individual rates of

employment. We thus estimated the following system of four simultaneous linear equations,

ln(wi) = asi + bδi + Xic + νi,

ln(πi) = αsi + βδi + Xiγ + ζi, (16)

si = Xih1 + Zih2 + εi,

δi = Xig1 + Zig2 + ηi.

Formally, (a, b, c), (α, β, γ), (h1, h2, g1, g2) are parameters to be estimated, X is a vector of

controls, Z is a vector of instruments for s and δ, and (νi, ζi, ηi, εi) is a vector of random

disturbances, with covariance matrix Ω. We keep in mind that the random terms (νi, ζi, ηi, εi)

are correlated because they are functions of the correlated ability terms θ. The first equation

is the log-wage equation discussed above. The second is a parallel employment probability

equation, and the last two are the reduced forms of the education and delay equations

described above.

A first crucial test is to check whether the estimated coefficients (âIV , b̂IV ) and

(α̂IV , β̂IV ) are significantly different from zero. A second crucial test is to check whether b̂IV

and β̂IV are negative, which, according to our theory, indicates that signaling is taking place.
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To identify (a, b) and (α, β), we only need two exclusions from the wage and employment

equations, in other words we need two instruments at least. We can use distance-to-college

and school opening variables to do this job, or alternatively, use the individual’s month of

birth and some other, past environmental or family-background variable. In fact we will

show that it is legitimate to exclude more than two variables from the wage and employment

equations, and use an over-identified model. We will show that various combinations of in-

struments lead to the same conclusions. The model and its variants have been estimated by

means of 3SLS (Three-stages least squares), which also yields an estimate of the covariance

structure Ω̂.

Remark that the education variable s and the delay variable δ have a remarkable

property: their empirical covariance is zero. Let {1, ..., N} be the set of observed individuals.

For the ease of exposition, define the subsets of the agents with education level equal to s as

B(s) = {i | si = s}. These subsets constitute a partition of the set of observed individuals.

Let N(s) = |B(s)| be the number of observations in B(s). Then, the average school-leaving

age of students with education level s = si can be computed as follows:

τ(si) =
1

N(si)

∑

j∈B(si)

dj, (17)

and of course, τ(si) = τ(sk) for all k in B(si). For a proof that the overall average delay

is zero and that the empirical covariance of s and δ is zero by construction, see Appendix

B. Remark that, according to our definition, delay δ is uncorrelated with any deterministic

function f of s, that is: ĉov(f(s), δ) = 0 for any mapping f . In particular, ĉov(τ, d− τ) = 0.

This is because the τ(s) are the coefficients of a regression of d on a set of indicators of

s. Delay is the residual of this regression, and is therefore orthogonal to τ . Remark that

p lim τ(s) = E(d | s). It is also easy to check that cov(δ, s) = E[(d− E(d | s))s] = 0.

4.1 First Stage. Strength of Instruments

A glance at the first stage, that is, the education and delay equations estimated by OLS,

shows the strength and impacts of some instruments. Table 1 gives excerpts of the results

for a benchmark specification of the linear model. Table 7 in Appendix I, gives the detailed

results. Education and delay equations have the same specification. The third and fourth
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TABLE 1: First Stage of the Benchmark Linear Model

Benchmark Benchmark∗

Education Delay Education Delay∗

Distance to college -0.0067 -0.0065 -0.0067 -0.0061
(-2.17) (-4.09) (-2.13) (-3.67)

(Distance to college)2 0.0001 0.0001 0.0001 0.0001
(1.39) (4.19) (1.86) (4.22)

Stock of vocational high schools 1982 0.0171 0.0048
(14.19) (7.30)

∆Stock of vocational schools 1982-89 0.0317 0.0074
(9.77) (4.38)

Paris area at grade 6 entry 0.5368 0.2898
(5.47) (5.45)

Local unemployment rate before 87 -0.0525 0.0545 -0.0431 0.0488
(-3.66) (6.89) (-3.51) (7.46)

Month of birth -0.0054 0.0347
(-0.8) (9.67)

Mother at home 0.4632 0.0596
(4.44) (1.09)

Number of siblings -0.1288 0.0322
(-8.11) (3.81)

F -test of instruments 31.2 18.06 14.37 26.48

R2 0.210 0.021 0.206 0.023

Cragg-Donald Statistic 13.41 12.11

Number of observations 12,310

All columns were estimated by ordinary least squares. T-statistics are in parentheses. Coefficients on controls
are not reported.
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columns of Table 1 also present an alternate specification of the first stage, called benchmark∗.

The controls in both versions of the first stage are: mother and father occupation dummies;

mother and father education dummies; the population aged 15 to 19 in the county of residence

at grade 6 entry, measured in 1982; the population density in 1982 in the town of residence

at grade 6 entry.

The instruments for the benchmark are: distance to college at grade 6 entry; the same

distance to college squared; the 1982 per capita stock of vocational high schools in the county

of residence at grade 6 entry; the variation (denoted ∆Stock) ) of this variable between 1982

and 1989 in the county of residence at grade 6 entry; residence in the Paris region at grade

6 entry; and finally, the average unemployment rate 1982-1987 in the county of residence at

grade 6 entry. The first two columns of Table 1 show that, with the exception of distance-

to-college squared in the education equation, all the instruments are highly significant (t-

statistics are reported below the coefficients, between brackets).

As expected, distance-to-college has a negative impact on education and the Stock

and ∆Stock of vocational schools clearly increase education. A higher stock and a smaller

distance mean more opportunities to study and smaller costs of education, so the signs of the

corresponding coefficients are easily interpretable. Distance-to-college and Stock variables

influence education is the usual way, these instruments being cost-shifters. To understand

why these variables also affect delay and with the same sign, we need to remember that the

delay equation is a reduced-form: in fact, delay is a function of education itself, as shown in

our discussion of theory in Section 2 above (see equation (7)). We know from a regression of

delay on education and controls that the IV-estimate of the impact of education on delay is

positive and significant, around 0.3. As a consequence, there is no simple story that can be

told to explain the sign of the instruments’ coefficients in the delay equation. The underlying

theory even shows that the sign of these coefficients is ambiguous (see equations (11) and

(12)). But since instruments affect delay for the same reasons that they affect education,

there is a potential weak instrument problem.

The F -test for the joint significance of the instruments is far above the rule-of-thumb

level of 10 in both equations29. In spite of this, there is a risk of instrument weakness if the

29 See Staiger and Stock (1997).
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same linear combination of instruments in fact explains both education and delay. So we

computed the tests recommended by Stock and Yogo (2005) for weak instruments, based on

the Cragg-Donald statistic. If the two endogenous variables s and δ can be nearly explained

by the same combination of instruments, the Cragg-Donald statistic takes a low value, the

IV estimates are biased and the standard errors of these estimates are underestimated (i.e.,

using 2SLS, the null rejection rate based on t tests at the nominal 5% level could in fact be

10% or more). But our benchmark instruments are not weak: we reject the null hypothesis

that the relative bias of the 2SLS coefficients is more than 10% of the OLS bias (with a risk

of 5%). The value of the Cragg-Donald statistic is equal to 13.41 for the benchmark, while

Stock and Yogo’s critical values are between 8 and 11 for this version of their test30. We also

reject the hypothesis that the null rejection rate of the 5% Wald test concerning the 2SLS

coefficients of the first stage is in fact 15% or more (the critical value, also based on the

Cragg-Donald statistic, is 12.33). This is quite reassuring, given that Stock and Yogo’s tests

are demanding. We’ll see below that some variants of the model exhibit much higher values

of the Cragg-Donald statistic and therefore less risk of weak IVs than the benchmark31.

How come that our school-opening and distance instruments are not weak? To see

this, we can look at the other instruments used in the benchmark specification. Residence in

the Paris area at grade 6 entry has a large impact on both education and delay. Note that

we control the wage and employment equations for residence in the Paris region in 1992.

As will be seen below, variants in which the Paris region dummies are not used work well:

they are not essential. In contrast, it is interesting to note that past local unemployment

rates reduce education and increase delay. Unemployment can have a depressing effect on

education through different channels. It is very likely that in regions of high unemployment,

the weight of liquidity constraints is greater, because the student’s parents are more likely to

be poorer. At the same time, the impact of local unemployment on delay can be understood

30 If the Cragg-Donald statistic is higher than some critical value, we reject the null assumption that
instruments are weak. This means that with the chosen instruments, we reject the fact that they have the
potential to lead to a bias of 2SLS estimates relative to OLS estimates of more than 10%, with a risk of
rejecting the null wrongly of 5% . If the maximum bias of OLS estimators of returns to education is, say,
10 percentage points, and the relative 2SLS bias is 0.1, then, the maximum bias on returns to education
estimated by 2SLS is one percentage point.

31 Table D3, in Appendix D gives the Cragg-Donald test values and Stock and Yogo’s critical values for a
number of variants of the model, including the benchmark (and benchmark∗).
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as the result of smaller opportunity costs of education in regions of high unemployment. In

these regions, there are less attractive job market opportunities and the incentives to earn a

degree quickly are reduced. Note that current local unemployment is used as a control in the

wage equation, for otherwise the past local unemployment rate would be a bad instrument.

The latter variable thus plays a major role in raising the Cragg-Donald statistic because it

has opposite effects on education and delay: in the benchmark specification, it helps avoiding

the weak instruments problem (as will be seen below in the discussion of variants).

Appendix D gives further details on the properties of the benchmark instruments;

in particular, it shows the impact of instruments in sub-samples. To sum up, the Stock

and ∆Stock instruments have a relatively balanced effect in sub-samples, while distance-to-

college seems to affect mostly students from highly educated families.

Are these instruments truly exogenous? We will show that they pass the tests of

over-identifying restrictions very well, but some more fundamental arguments must be put

forward. The distance-to-college instruments introduced by Card (1995) have been criticized

on the grounds that location in geographical space is endogenous, and that distance is

correlated with regional variations of labor market conditions. The validity of an instrument

must be assessed with respect to the quality of the controls introduced in the equations of

interest (the wage and employment equations here). We are able to control for many family

background variables, for instance, we know if the students are the sons of farmers, likely to

live far away from the nearest university, or the sons of executives, likely to reside very close

to a university, just because universities, as well as executives, are located in or near major

cities. We also control for residence in the Paris region, both at the age of grade 6 entry, and

the end of studies32. We also control the wage equation for county population aged 15 to 19,

local population density in the county of residence at grade 6 entry, and local unemployment

rates post 1992, which can all contribute to the explanation of regional variations of wages

and employment rates.

In the present study, given the relatively rich set of controls, the fact that distance-to-

college is measured at the age of grade 6 entry (not when students finish high school or during

32 We have tried to add more geographical dummies as controls to purge wages and employment rates
from regional variations, but this has not been very useful. The most important and significant geographical
indicator is that of the Paris region, versus the rest of France.
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higher education of course) is a real advantage. It is reasonable to assume that the location

of an individual at age 10 or 11 is mainly determined by parental occupation and parental

job opportunities33. To sum up, conditional on family background, our distance-to-college

instrument reflects the existence of pre-determined variations of geographical distance, mea-

suring variations in the costs of education.

The arguments that one can put forward in favor of the per capita stock of vocational

high schools in the county (i.e. Stock) are similar. This stock is pre-determined as well,

because it is measured in the county in which the student was residing at the age of grade

six entry and in the same fixed year (i.e., 1982). So, if the fixed year is not well chosen in the

past, or if the measure of education-supply is not appropriate, the instrument will be weak,

but it will not be correlated with unobserved determinants of wages for that reason, given

the many controls. For instance, two blue-collar families that are otherwise similar may have

faced different environments in terms of local school availability when their son was aged 10

or 11; this had an influence on the education and delay of their son, but at the time, their

location was mainly determined by the availability of jobs for the parents. We also assume

that regional variations of the stock of vocational high schools in 1982 are not correlated

with unobserved regional conditions of post-1992 labor markets, given that we control for

some important sources of local variations of wages and employment rates.

Finally, it could also happen that the Stock instrument is correlated with unobserved

characteristics of the student, but if these latter characteristics are not observed by employers

(i.e., the θ2 factor in Section 2 above), they will not be reflected in starting wages. It is

ultimately an empirical question to decide if employers seem not to observe (or do not take

into account) certain determinants of education such as Stock. In our setting, overidentifying

restrictions tests are therefore crucial. If any one of the chosen benchmark IVs was correlated

with the residual of the wage equation, our exclusions would be rejected by the overidentifying

restrictions test, meaning that employers do in fact observe something that is correlated

33 France is characterized by a much smaller mobility in geographical space than, for instance, the US.
The students who moved (from one county to another) between the age of grade 6 entry and 1992 are a
minority: 14% of the sample to be precise. See our discussion of mobility below. In addition, in our data set,
distance to the nearest college is not affected by variations of family location within the same city (i.e. the
same commune). It follows that if location within a given city can be partially determined by (elementary
and secondary) school choice, these variations are not reflected in the distance-to-college variable.
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with the exclusions. But we will see clearly below that the benchmark exclusions are not

rejected34.

The reader can of course still think of unobserved determinants that would make

both the per capita stock variable and its variation endogenous, in spite of the evidence of

tenuous correlations, but we can use a robustness argument: our results survive substantial

changes in the set of IVs. Hence the alternate benchmark∗ specification. The first stage

of this benchmark∗ is also presented in Table 1; it is only an instance of a series of model

variants that pass the tests reasonably well, lead to the same main conclusions and do not

rely on school-opening instruments.

Benchmark∗ (i.e., the last two columns of Table 1) has three main differences with the

first benchmark. First, it dispenses with Stock, ∆Stock and Paris at grade 6 entry. Second,

it uses a delay variable measured in months (whereas the benchmark uses delay measured in

integers (i.e., in years)). To be more precise, delay∗ is based on the exact month of the year

during which the student has left school. We will see below that delay and delay∗ lead to

essentially the same results. The second important difference is the use of a month-of-birth

instrument that has a specific impact on delay. Month-of-birth measures a student’s relative

maturity in his (early) classes: it takes the value 12 for individuals born in January, 11 for

those who were born in February, and so on. A substantial body of literature has discussed

the various reasons for which these variables have an impact35, starting with Angrist and

Krueger (1991). In the present setting, it is very clear that month-of-birth has an impact on

delay, but not on education. The coefficient that we find measures a reduced-form impact36.

34 The time variation of the per capita stock of vocational high schools between two adequately chosen
points in time (i.e. ∆Stock) is likely to suffer from less problems, if any, than the per capita stock itself. This is
because this instrument reflects inter-county differences in the speed of development of the vocational school
system which could be due to variations in the policies and lobbying activities of local governments, but are
most probably due to random local events. The variability of ∆Stock could of course be due to differences
in regional growth rates but only to a limited extent, given the importance of central government funding
in the education sector and the redistributive nature of the grant-in-aid system in France. School-opening
instruments have given good results in the recent work of Currie and Moretti (2003).

35 On this topic, see e.g. Plug (2001), Bedard and Dhuey (2006).
36 In France, the month of birth has complex effects on educational achievement. It has effects on the

duration of schooling through elementary school and pre-school enrollment rules and other effects that are
potentially more important. Recent work shows that among other things, a younger relative age increases the
probability of grade repetitions (see Mahjoub (2008), Grenet (2008)). The economists’ increasing awareness
of the weak instruments problem has been amplified by the discussion on the validity of the quarter of birth
as an instrument for education (see Bound et al. (1995)). We find here that the month of birth is a strong
instrument for delay and we confirm that it is a weak instrument for education.
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The other IVs used are the mother-at-home dummy, indicating a mother who doesn’t work,

and the number of siblings. These family-background instruments can be criticized, on the

grounds that family contributions to human capital should be reflected by wages, but in

practice, they are fairly strong, and (as seen below) are not rejected by overidentification

tests.

4.2 Benchmark Linear Model

We have estimated the linear four-equations specified and defined above as the benchmark,

along with a number of variants, mainly defined by changes in the choice of instruments.

We first present the benchmark specification results and later study the variants, viewed as

robustness checks37.

Table 2 gives the results, i.e., the estimated values of a, b, α, β, by means of OLS

and 3SLS, in two different specifications. The t-statistics are given in parentheses, and the

coefficients are expressed in percentage (i.e., multiplied by 100). The top of Table 2 gives

the results for the wage equation; the bottom part displays the corresponding results for

the employment equation. Column A reports the results of a very crude model, estimated

without any controls, while column B reports the results of the benchmark itself, with the

full set of controls. Column A∗ is the “crude” version of benchmark∗, defined above, while

column B∗ gives the results of benchmark∗ with the full set of controls. The first column on

the left gives the results obtained with OLS.

If we consider the impact of delay on wages first, it is striking that the OLS estimates

are small, positive and significant, while in stark contrast, 3SLS estimates are strongly

negative and significant: in columns A and B, a year of delay causes a 9% decrease of the

mean wage, during the first five years of career. At the same time, the effect of education

on wages is standard, OLS returns to a year of education are around 7%, while IV estimates

37 The full benchmark results are given in Appendix I. The benchmark controls are: father and mother
occupation dummies, father and mother education dummies, population aged 15-19 (in the county of resi-
dence at grade 6 entry), local population density (in the town of residence at grade 6 entry), average county
unemployment rates 1992-1997 (in the 1992 county of residence) and an indicator of residence in the Paris
region in 1992. Benchmark instruments are: distance to college at grade 6 entry; distance to college squared,
Stock, ∆Stock; the indicator of residence in the Paris region at grade 6 entry, the county unemployment
rate averaged over years 1982-1987.
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TABLE 2: Benchmark Linear Model. Equations of Interest

Mean Wage

OLS 3SLS 3SLS

B A B A∗ B∗

Delay 0.94% -9.27% -9.26% -6.43% -4.11%
(5.58) (-3.50) (-3.29) (-4.02) (-2.34)

Education 6.51% 8.73% 9.12% 10.52% 7.48%
(69.77) (13.08) (10.49) (21.15) (6.60)

R2 0.3927 0.0651 0.1654 0.0410 0.1917

p-value of overid. F -test 0.0001 0.3984 0.0001 0.6033

Employment

OLS 3SLS 3SLS

B A B A∗ B∗

Delay -1.61% -15.79% -19.29% -22.65% -8.59%
(-3.00) (-2.00) (-2.28) (-4.79) (-1.57)

Education 5.55% 7.89% 12.98% 7.58% 7.29%
(18.60) (4.01) (5.03) (5.15) (2.07)

R2 0.0470 0.0073 0.0197 0.0051 0.0202

p-value of overid. F -test 0.1500 0.2812 0.0003 0.2505

Number of observations 12,310

Note: t-statistics are in parentheses. Model B is the first Benchmark (delay in years and class-opening
instruments). Model B∗ is Benchmark∗ (with delay in months and month-of-birth as an instrument). Models
A and A∗ are the same as respectively, models B and B∗, but without any controls. The controls are : Father’s
and mother’s occupation; parental education; residence in Paris area in 1992; local unemployment rate 1992-
97; local population density in 1982; local share of population aged 15-19 in 1982. “Local” means “in the
county of residence”. Coefficients on controls are not reported. Instruments (exclusions) in Benchmark are:
Local stock of vocational high school per capita in 1982; variation of local stock of vocational high schools
per capita 1989-1982; distance to nearest college at grade 6 entry; distance to nearest college squared; local
unemployment rate 1982-87; residence in Paris area at grade 6 entry. Instruments (exclusions) in Benchmark∗
are: Number of siblings, Mother at home, Month of Birth, Local unemployment rate 1982-87, Distance to
college at grade 6 entry.
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of these returns are around 9%. Given that delay and education are orthogonal regressors,

these results cannot be due to some form of multicollinearity. OLS estimates of the returns

to education are slightly downward biased, while OLS estimates of the impact of delay are

strongly upward biased. We will show later that these facts can be reconciled. Results show

that a year of delay will approximately wipe out the benefits of an additional step on our

scale of degrees. The differences between column A and column B are small, giving the

impression that family-background controls do not play a major role, but in fact they do,

because instruments are rejected when these controls are not included. This is clear if we

look at the p-value of the over-identification restrictions F -test. In column A, we reject the

fact that the instruments are valid exclusions from the wage equation, while in contrast, in

column B, the p-value being 39%, we really cannot reject the exclusions (provided that we

accept at least two of them). This confirms very clearly that the judgment on our instruments

strongly depends on the quality of our controls. A glance at the benchmark∗, that is, columns

A∗and B∗ confirms the main finding, but with an impact of delay which is somewhat smaller

in absolute value. The p-value of the overidentifying restrictions test jumps from 10−4 to 0.6

when we add the controls, which is even more striking. From a purely statistical point of

view, none of our instruments is rejected.

The employment equation has similar features. Table 2 shows that OLS estimates

of the coefficient on delay are negative, but the bottom-right part of the table shows that

these OLS estimates are also upward biased. A year of delay causes a 20% reduction in the

probability of employment, during the first five years of career: this effect is very striking,

it represents an additional year of search during the first five. Appendix E discusses the

OLS biases and provides an explanation for the sign of these biases. There are several non-

exclusive explanations for the observed sign pattern: it could be due to maturity effects

(being older is better for a number of reasons), to the existence of multiple skills and talents

and to the random occurrence of attractive job market opportunities.

4.3 Robustness Check I: Variants

We will continue our analysis with various forms of robustness checks. We first change the

list of instruments and then also change the outcomes: we consider alternative definitions of
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delay and check for the impact of experience and mobility.

Table 3a shows the results of a number of variants. The top lines of Table 3a first

give the results of the wage equation: coefficients a, b with t-statistics in parentheses, then

the results of the employment equation: coefficients α, β and the related ts, the list of

additional controls (added in both the wage and the employment equations) and the list

of instruments, included in both the education and delay equations and excluded from the

equations of interest. The first column restates the results of the benchmark. In variant 1,

many controls have been added to the basic family background variables: family structure,

which includes birth order, number of sisters, number of brothers, and the person’s age

at grade 6 entry. The inclusion of these additional controls is not changing the results

much. Variant 2 is not using the Paris region indicator and past local unemployment rates

as instruments (contemporary unemployment rates and the Paris region indicator are also

removed from the list of controls). The wage equation results resist quite well, although it

is clear that the removed instruments help improving the significance of the coefficient on

delay. Yet, we still get the same negative sign and the same order of magnitude for the

crucial coefficients. Variant 3 is just Variant 2 with the number of brothers and number of

sisters used as additional instruments. Variant 4 is not making use of the per capita stock

and ∆Stock of vocational high schools, Paris region and local unemployment variables as

instruments: distance to college, number of siblings and the mother-at-home dummy are used

as a source of exogenous variation. The results of Variant 4 are similar to those of Variant

3 and confirm the findings of the benchmark, while using a very different set of instruments

(they have only the distance-to-college variables in common). In any case, these variants pass

the test of over-identifying restrictions very well. Variant 5 is the benchmark with parental

education dummies as an additional set of IVs: this variant excludes too many variables and

very clearly fails to pass the test of overidentifying restrictions (but still provides a significant

impact of delay on wages of −7%). In general we see that the negative impact of delay on

wages is a robust result. Table 3a shows that the past local unemployment rate is crucial in

passing the weak instruments tests: we cannot reject instrument weakness in variants 2, 3

and 4. This is because the Cragg-Donald statistic is too low. One or two asterisks indicate

that we reject weakness based on a 2SLS bias greater than respectively 10% and 5% of the
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OLS bias. One or two circles are the corresponding signs for rejection of the Stock and Yogo

test based on a maximal size of a Wald test of 2SLS coefficients of respectively 10 and 15%

(see Stock and Yogo (2005)).

The study of variants is pursued in Table 3b. Variants 6 to 12 show that we can

dispense with distance-to-college, residence in the Paris area and remove one of the Stock

IVs without losing the main results. Variant 8 is a particularly good compromise: a signif-

icant and negative impact of delay, good values of the overidentification F -test, and strong

rejection of weak IVs. It seems that only the Stock and ∆Stock play an important role in

the significance of coefficient b. If these variables are removed, as in Variants 4 and 9, they

must be replaced with some other source of variation, like the number of siblings, to restore

significance. Variants 10 and 11 are just identified, using ∆Stock and past local unemploy-

ment only: the effect of delay is still estimated with precision in the wage equation, and we

strongly reject weak IVs.

Finally, Table 3c displays the results of some variants of benchmark∗, based on delay∗

measured “in months” (i.e., with fractions of years) instead of delay measured in years

(i.e. integer values). Again, we typically find a negative impact of delay∗, albeit smaller in

absolute value, around −4.5% and remarkably good values of the test statistics. Variant 15

proves that we can dispense with the past local unemployment IV if we use month-of-birth

as an alternative instrument.

We conclude from the inspection of variants in Table 3 that our results are quite

robust and do not seem to depend on a particular instrument.

4.4 Robustness Checks II: Other outcomes; Impact of Experience

Another robustness check will be to test if the effect of delay is still significant and negative

when (i), we change the definition of the dependent variables and (ii), if we control for the

experience accumulated before the recorded school-leaving time. Instead of using the mean

wage statistic, we can use the first full-time wage or the last wage observed in the 5-year

observation period. Instead of using the employment variable, we can measure the duration

of search to the first full-time job, in months, and regress it on education, delay and controls.

Table 4 shows the results of these regressions and does the additional job of controlling for the
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effect of experience. The A columns of Table 4 report the 3SLS estimates of the benchmark

model specification with just a change of dependent variable, as indicated: we use the last

wage and first full-time wage statistics as alternatives for the mean wage variable. Experience

accumulated during studies is measured by the total sum of months spent by the student

in summer jobs and internships before labor market entry. In the B columns of Table 4, we

just reestimate the benchmark with a control for experience added, treating the summer-

jobs-and-internships variable as exogenous. Given that the benchmark is overidentified (we

have more than 3 instruments), it is technically possible to treat the jobs-and-internships

variable as endogenous in a linear model with 5 equations. Doing this yields the C columns

of Table 4, in which experience is instrumented. We observe a remarkable stability of the

crucial coefficients (a, b). We always find a significant and negative impact of delay on the

first wage, the mean wages and the last wage, the effect being around −7%. Experience

is significant and positive in the B columns, but the coefficients lose their significance once

experience is instrumented (i.e., in C columns). Thus, the introduction of the summer-jobs

variable in the model does not change the main results.

Remark that in Table 4, the p-value of the overidentification F -test is low for the last

wage, but high for the first wage. This indicates that some of the instruments work less well

with the last wage statistic: they are slightly correlated with the residual of the last-wage

equation. This could be due to employer learning38: as time passes, employers learn more

about individuals and after only five years of career, some of the instruments start to explain

wages. It is reassuring to see that the opposite phenomenon is true for the first full-time

wage: in spite of being more noisy, it exhibits a negative impact of delay of −7% and at the

same time, the highest p-values for the overidentifying restrictions test.

If we now look at the employment equation, it resists very well the introduction of

experience. In contrast, there is no visible effect of delay on search duration (yet, summer

jobs and internships significantly reduce search duration).

We conclude from these tests that internship and summer-job experience, which has

a positive value for employers, does not invalidate the negative impact of delay: experience

can increase wages while at the same time, delay still reduces wages.

38 On this question, see again Farber and Gibbons (1996), Altonji and Pierret (2001) and Lange (2007).
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4.5 Robustness Check III: Alternative Definitions of Delay

Table 5 presents another series of tests, based on alternative models obtained when we

change the delay variable in the benchmark specification. Again, the 3SLS estimates of

(a, b) and (α, β) are given with the t-statistics in parentheses, and each column is a variant

of the benchmark. The benchmark itself is recalled as column 1. Column 2 in Table 5 gives

the benchmark results when delay∗ is used instead of delay (but we keep the benchmark

instruments), and we see that the results are essentially the same.

One could suspect that delay is in part search in disguise, so we change its definition

in a way that will test for the fact that delay is in fact partly a form of job search. The

standard definition of delay is based on the following convention: for instance, a student who

has spent just one year in college without passing any exam has an education level equal to

the normal number of years needed for the high-school diploma, but a year is added to his

school-leaving age and thus he has an additional year of delay. In other words, the standard

definition of delay is computed with the help of school-leaving age, while education is based

on the highest earned degree. This is consistent with our view of the education variable

as measuring the degrees, not the effective but potentially misspent years in high school or

college. The “alternate 1” and “alternate 2” columns of Table 5 report the results of two

variants of the same idea. In alternate 1, both the delay and employment variables have been

changed so that the months spent in school without producing any new diploma are added to

job-search time, and therefore reduce the employment ratio. The alternate 2 specification is

based on the same change of the delay variable, without changing the employment variable.

These changes are not innocent, and could destroy the main result, but we see that the

significant and negative impact of delay on wages is still present, although it vanishes in the

employment equation with alternate 1.

We can produce yet another robustness test with the age at grade 6 entry. We know

that a substantial fraction of the students has already accumulated delay while entering

grade 6. This variable is a good predictor of both final delay and educational achievement.

The last three columns of Table 5 show the results of three variants: the first uses age at

grade 6 entry in years; the second uses delay at grade 6 entry (i.e., age minus average age
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at grade 6 entry in the group of students who reached the same final level of education);

the third uses delay accumulated after grade 6 entry (standard delay is of course the sum of

delay accumulated before grade 6 and after grade 6). If the impact of delay is less significant

in the two next to last columns, it is still negative. The last column of Table 5 shows that

post-grade-6 delay yields approximately the same results as delay itself, with the benchmark

specification39.

4.6 Robustness Check IV: Impact of Mobility

The fact that mobility in geographical space during education years is likely to be endogenous

could possibly induce some bias in our results. We use an indicator of residence in the

Paris region at two different points in time: roughly at the beginning of high school and

at the end of studies, and our local unemployment instrument is based on location at the

beginning of grade 6, while we control for local unemployment at the end of studies. It is

legitimate to control wage and employment equations for residence in the Paris region and

local unemployment rates at the age of labor-market entry, but endogenous mobility could

perturb the estimates. We can however hope that they are only slightly perturbed. Note

that we estimated variants of the model in which these additional instruments were not used,

and in which the impact of delay on wages was negative and significant. But we will submit

our model to more difficult tests.

We first re-estimated the benchmark model with the subsample of immobile students:

to be precise, the students who reside in the same county at the age of grade 6 entry and at

the end of studies. The mobile students in this sense amount to 14% of the total number of

observations only. The first column of Table 6 gives the result of this subsample estimation.

The impact of delay is still present and negative, of the same order of magnitude (yet smaller),

but less significant. It is likely that the loss of significance is mainly due to the reduction

in sample size. Then we defined a dummy variable called Move, equal to 1 if the student’s

county of residence at the end of studies is not the same as his county of residence at grade

39 We note a drop in the p-value of the F -test of overidentifying restrictions when age-at-grade-6 or delay-
at-grade-6 are used. This is easy to understand if our standard delay variable is in fact the signal observed
by employers, and thus the appropriate variable, since in that case, the wage equation residuals include the
standard delay and can therefore be explained by the benchmark IVs.
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6 entry. This variable doesn’t change if the student moved within the same county. We

don’t know if the move was motivated by education choices or by other causes, like changes

in parental job location. In the third column of Table 6, Move is added as a control in the

linear model’s four equations, and we see that it has a positive and significant coefficient:

those who moved earn 4.5% more on average. This is of course not very surprising. Yet, given

the simple fact that the movers are mainly those who went to Universities, and given that

we control for education, Move seems to indicate that movers are somewhat self-selected:

they tend to be better than the average. The important point is that we observe that the

coefficients on delay are stable and remain significant.

To measure mobility more finely, we computed a Distance variable, defined as the

Euclidean distance, on the map of France, between towns (i.e., communes) of residence at

grade 6 entry and at the end of studies. This is the distance covered by the individual

during his education years, in kilometers, between two residences. Controlling for Distance

(Column 4 of Table 6) is not perturbing the results, and Distance is significant in the wage

equation.

Finally, we estimated a 5-equations linear model, which is the benchmark, with an

additional mobility equation. In the mobility equation, either Move or Distance are re-

gressed on the benchmark controls and instruments, plus the education variable. Education

is added in the mobility equation because covered distance is strongly correlated with higher

education. Identification of this extended model is possible because the benchmark is overi-

dentified. There is no specific instrument for mobility, but it is nevertheless interesting to

look at possible changes in the estimated coefficients. The results of the 5-equations model

are reported in the last 2 columns of Table 6: it is easy to check that the crucial coefficients

do not change significantly, and do not lose significance (at least in the wage equation).

To sum up, it seems that our benchmark model is fairly robust: the main conclusions

about the impact of delay on wages can be obtained with various subsets of instruments,

with variants of the endogenous variables, and do not seem to depend on the introduction of

additional controls for experience and mobility. Our test shows the presence of incomplete

information on the employer’s side. We conclude that delay is used by employers for statis-

tical discrimination, because it conveys information on productivity-related characteristics
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of the students that are not observed by the employers.

5 The Nonlinear Model

At this point, there are remaining questions. First, are results robust to changes of our

conventional education scale? We propose to answer this question radically by using a set of

endogenous dummy variables, indicating education levels, and an Ordered Probit structure,

to model education choices. Thus, we get rid of the implicit constraints embodied in the

education measure used until know. Second, to really conclude that the negative impact of

delay that we uncovered is a proof of the presence of signaling in a strong sense, we must

prove that the data is compatible with a full-fledged signaling equilibrium. In other words,

we must show that one cannot reject a description of observations in which the distribution

of education is the result of students making rational risky education choices, based on

private information and knowledge of the wage equation, including a correct appreciation

of the negative signaling impact of delay. To do this, we should in particular show that

the structural form of our signaling model can be identified under rational wage and delay

expectations. If not, we might have detected the presence of statistical discrimination on the

part of employers but not necessarily the result of a signaling equilibrium à la Spence, in the

strong sense. The nonlinear model studied here serves both purposes, and confirms both the

results and the intuition: we cannot reject the fact that a signaling equilibrium generates

the observed data. The nonlinear model is a way of identifying the structural parameters of

our signaling model and we will show that identification is obtained in a very natural and

transparent way.

5.1 Basic Assumptions

Individuals are indexed by i = 1, ..., N . Let s = 0, 1, ..., S, denote the certified schooling

level, and let w denote the wage, as before. Let xi = ln(wi). Let si be the education level

chosen by individual i. Let πi denote the probability of employment, that is, the number

of months in employment divided by the number of observed months, and let yi = ln(πi).
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Utility is logarithmic, and defined as follows,

u(w, π) = ln(wπ), (18)

Let dis denote the individual’s age while leaving school at level s, and let τ(si) denote

the average age of students finishing with a degree of level s = si. We assume that individuals

form expectations about their future wages as a function of education level s, of delay

δi = di − τ(si), and of exogenous variables Xi, by means of an extended Mincer equation,

xi = ln(wi) =
S∑

s=1

χisas + bδi + Xi1γ0 + νi, (19)

where, χis = 1 if s = si and χis = 0 otherwise, and νi is a Gaussian error term. To simplify

notation, we drop index i and define,

xs = ln(ws) = as + b(ds − τ(s)) + X1γ0 + ν, (20)

where ds is the age at which the individual would pass degree s (and the real school-leaving

age if s is the effective education level).

We assume that individual i predicts her (his) employment probability as the condi-

tional expected value of πi, using the model,

yi = ln(πi) =
S∑

s=1

χisαs + βδi + Xi1γ1 + ζi, (21)

where ζi is a Gaussian error term. To simplify notation, we again drop index i and denote,

ys = ln(πs) = αs + X1γ1 + β(ds − τ(s)) + ζ. (22)

Then, define the individual’s instantaneous utility as

us = ln(πsws) = xs + ys. (23)

We use 6 different education levels.

Delay is assumed to be given (predicted) by the equation,

δi = Xi2γ2 + ηi. (24)
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where ηi is a Gaussian error term, and where Xi2 is a vector of exogenous variables including

instruments Zi that are excluded from the wage and employment equations and γ2 is a vector

of parameters. Dropping index i, this equation can be rewritten,

ds = τ(s) + X2γ2 + η, (25)

and the τ(s) are known parameters.

Finally, we specify the education costs of a year spent preparing for the exams of

level s, as a fraction 1 − hs of the expected wage πs−1ws−1, where 0 ≤ hs ≤ 1. The costs

are thus a fraction of the wage that could have been earned if the individual did go to work

with education level s − 1, instead of studying to reach level s. We thus assume that the

opportunity and direct costs of education, incurred by an individual per period, are of the

form (1− hs)πs−1ws−1. We adopt the following specification for hs,

hsi = exp(−Xi3γ3 − cs + εi), (26)

where Xi3 is a vector of exogenous variables, related to environment and family background,

including instruments Zi that are excluded from the wage and employment equations; γ3 and

cs are parameters, and ε is an error term with a normal distribution, interpreted as unob-

served resources, or “help” from the family. In contrast, the error term −η can be viewed as

unobserved “talent” at school.

We have introduced 4 error terms, (ν, ζ, η, ε), respectively: “ability” at work, “ability”

in job search, “handicap at school” (the opposite of talent at school), and unobserved “family

help”. This vector is assumed multivariate-normal with a zero mean and covariance matrix

Ω, and we assume that E(ε2) = 1, for the sake of identification.

5.2 Expected Utility Maximization

Assuming that each individual lives for T periods (i.e., years) and has a zero rate of time

preference (or a discount rate equal to one), we can express the individual’s expected utility,
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conditional on ε, as follows,

V (s | ε) = E




T∑

t=1+ds

us +
s∑

z=1

t=dz∑

t=1+dz−1

ln(hzπz−1wz−1) | ε



= E

[
(T − ds)us +

s∑
z=1

(∆dz)(ln(hz) + uz−1) | ε
]

, (27)

where ∆dz = dz − dz−1. Each individual is then assumed to choose level s so as to maximize

V , the expected utility over the life-cycle, knowing the unobserved family factors ε, but

bearing several kinds of risk, affecting employment, wages, and the costs of education (the

duration of studies being random). Remark that (T−ds)+
∑s

z=1(∆dz) = T−d0. We assume

that d0 is exogenously given, for instance, d0 = 0. Define then

∆V (s | ε) = V (s | ε)− V (s− 1 | ε). (28)

We easily get,

∆V (s | ε) = ∆us[T − E(ds)]−∆ds[X3γ3 + cs] + ε[∆ds − σεη∆us], (29)

where σεη = Cov(ε, η) (see Appendix F for a derivation of this result).

5.3 Necessary Conditions for Optimal Choice of Education

We can now state the necessary conditions for an individually optimal choice of s as: ∆V (s |
ε) ≥ 0 and ∆V (s + 1 | ε) ≤ 0. Assume that ∆ds − σεη∆us ≥ 0. This property holds if

∆us ≥ 0, and σεη ≤ 0, which, given that ε represents help, and −η represents unobservable

academic talent, is a reasonable assumption. It is then easy to see that ∆V (s | ε) ≥ 0 is

equivalent to,

ε ≥ −∆us(T − E(ds))

(∆ds − σεη∆us)
+

∆ds

(∆ds − σεη∆us)
(X3γ3 + cs) ≡ ks, (30)

where ∆us = ∆as + ∆αs, ∆ds = ∆τ(s), and we define: ∆as = as − as−1, ∆αs = αs − αs−1.

In addition, E(ds) = τ(s) + X2γ2. Family help ε must be greater than a threshold denoted

ks (the right-hand side of the above inequality).

It follows that s is an individually optimal level of education, knowing ε, only if

ks ≤ ε ≤ ks+1. (31)
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Thus, education is determined by an ordered discrete choice (Ordered Probit) model with

cuts ks. Remark that if σεη = 0, the above necessary condition boils down to the following

easily interpretable expression,

∆us(T − E(ds))

∆ds

≥ X3γ3 + cs − ε, (32)

i.e., marginal utility ∆us/∆ds, multiplied by the expected number of years at work, T−E(ds),

must be greater or equal than marginal costs X3γ3 + cs minus family help ε.

The model has a meaning only if it is true that ks < ks+1, for all s, which is equivalent

to say that second-order conditions hold. See Appendix G for a study of these second-

order conditions: they are likely to hold. The parameters to be estimated are as, αs, b, β,

γ0, ..., γ3, cs and Ω. The complete nonlinear model, called Model A, can be estimated by

straightforward Maximum Likelihood. Model A is fully identified. The likelihood is derived

in Appendix H.

5.4 Variants of the Nonlinear Model: Model A and Model B

In the course of estimating the full model, we can also estimate a simplified version, hereafter

called Model B, in which the particular functional form of the thresholds k1, ..., ks, as defined

by (30), is not imposed. In this simplified version, the Ordered Probit part can be simply

specified as

κs + X3γ
′
3 ≤ ε ≤ κs+1 + X3γ

′
3, (33)

meaning that the individual chooses level s if and only if his (her) realization of ε falls in

the above interval, with constant cuts denoted κs. The values of γ′3 and the cuts κs are

not the same as γ3 and cs in Model A, and they do not play exactly the same role. Model

B is a standard system of equations with endogenous dummy variables à la Heckman (see

Heckman (1978)). Model B can also be viewed as an extension of Cameron and Heckman’s

(1998) model, because it relies on the Ordered Probit to describe educational choices.

The advantage of our specification is now that we have two models, Model A and

Model B, a “structural” and a “reduced-form” model, respectively, that are closely compa-

rable. An immediate term-by-term comparison of Models A and B is possible for almost all
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parameters, except the cuts and γ3. We will of course compare the likelihoods of the two

models.

Model A embodies more structure, because it imposes a particular functional form

of the cuts ks. This form is not simply a nonlinear function of other structural parameters,

because it involves individual variations of expected durations, through the terms E(ds) =

τ(s) + X2γ2, and of education costs, through X3γ3, which all depend on observations. But,

as suggested by the preliminary explorations of this model by means of standard linear

methods, identification does not hinge upon functional forms: two instruments would in

principle be enough. Intuitively, we need only one instrument for education, and one for

delay, to identify the crucial parameters a and b. We use the same instruments and controls

as in the linear benchmark model studied above. The instruments are excluded from X1 but

included in X2 and X3. Model B and the benchmark linear model have the same sources

of identification: exclusions from the wage and employment equations. Model A uses the

same sources of variability than Model B plus the variability of individual ks,i terms, which

is itself generated by the variability of predicted durations.

5.5 Results

The estimation of Model A and Model B produces remarkably similar results, confirming the

results obtained with the linear model. Table 8a shows the complete results for Model B with

the sample of male students. Table 8a shows significant coefficients on delay in both the wage

and employment equations; the order of magnitude and signs of these coefficients are roughly

the same as the corresponding results for the benchmark linear model. In addition, we now

get estimates of the returns to education in terms of wages and employment rates, for each

education level s. More precisely, Table 8a lists the estimated ∆as and ∆αs. Given that each

education level takes around two years, we find that an additional year of education yields

approximately a 7% increase of the wage (and a much bigger increase of the probability of

employment in the first years of career).

The impact of excluded variables on education and delay are similar to the correspond-

ing effects in the linear model. Distance-to-college now loses significance, but distance-to-

college squared is significant. The Stock and ∆Stock variables still have a strong effect on
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education and delay: this is reassuring.

The estimated correlation matrix shows that the correlation coefficient of ε and η is

small, but its sign implies that σεη is negative. This is the expected sign, since ε represents

an unobservable positive push from family background, while η is the negative of personal

talent at school (or an unobservable personal handicap). The sign pattern of the correlation

matrix Ω is the same as in the linear model.

Table 8b reports the results of a variant of Model B in which delay is replaced with

interactions of delay with education levels. This is to check if the impact of delay varies with

the degree. The first columns of the table give the coefficients of the interacted variables in

the log-wage equation: they are all significant, negative and around −10%. The interaction

of education and delay are also around −20% in the employment equation, less precisely

estimated for the highest education levels. It seems that the impact of delay is stable and

does not depend much on the degree.

To sum up, in essence, the results of Model B confirm those obtained with the linear

model. In particular, the negative signaling effect of delay is not altered if we use dummies

indicating education levels instead of the conventional years-of-education scale used in the

linear model.

We now turn to estimations of Model A. The complete results are displayed on Table

9. Model B and Model A are very close, and exhibit the same qualitative and quantitative

properties. The estimated parameters are numerically close, with the exception of some of

the γ3 coefficients and of the Ordered Probit cuts, as expected. Detailed comments of Table

9 are therefore not necessary.

Yet, can we say that Model A dominates Model B as a description of the data? We

use Vuong’s test of non-nested hypotheses to compare Model A and Model B rigorously. The

test is based on the difference of the log-likelihoods, and its value is +1.11. The positive

sign means that Model A has a slightly higher likelihood, but is not significantly better than

Model B (this would have required a value of the test higher than 2, say; see Vuong (1989)).

But at the same time, the test does not reject Model A, when compared with Model B

(rejection would have required a negative value of Vuong’s test, a value smaller than −2).

This might seem surprising, but the data seem compatible with the description proposed by
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Model A, which provides a richer and more “structural” description of individual education

decisions. So, we can conclude that our theory of signaling by means of delay is not rejected

by the data. The structural analysis shows that the negative effects of delay do exist even if

rationally anticipated by individuals, and that they are compatible with educational decisions

made under risk by individuals, when the risk affects education costs as well as wages and

employment.

6 Conclusion

Using an extension of the Mincer log-wage equation, we found a way of testing for the

presence of signaling in the sense of Spence (1973). Log-wages have been regressed on two

orthogonal variables: education, which is a level on a scale of degrees, and delay, computed as

school-leaving age minus the average school-leaving age of the group with the same degree.

Using various instruments and notably past school-openings and distance to college, we found

that delay has a significant, robust, and negative impact on the wages of young workers. A

year of delay causes a 9% decrease of wages, averaged over the first five years of career.

At the same time, we found standard values of the returns to education with our degree-

based education variable. IV estimation is crucial to obtain these results, because OLS

estimates of the coefficient on delay are small and positive. We provided explanations for

the likely source of this bias. A number of checks, based on (i) variants of the model, (ii)

changes in the instruments, (iii) taking care of experience and mobility, (iv) making use

of alternative definitions of delay, education and wages, and alternative outcomes, like the

employment rate, showed that the estimated effect is robust. The negative effect of delay

that we find is a job-market signaling phenomenon. Employers being incompletely informed,

delay, as defined above, conveys information about the young workers’ productivity-relevant

characteristics. Human capital theory under employer full-information does not predict a

negative impact of delay. It follows that if the full information assumption was (nearly) true,

the IV estimates of the effect of delay on wages would be approximately zero. To check that

our model is compatible with a complete signaling equilibrium, we constructed a nonlinear

model, based on expected utility maximization, in which students choose education. In
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this model, students form rational predictions of future wages as a function of education,

delay, and of information that the econometrician does not observe. Students also predict

delay, which is a source of risk, conditional on private information. The nonlinear model is

estimated by maximum likelihood. The results are compatible with the assumption that

the data is generated by a signaling equilibrium in which students take the risk affecting

time-to-degree and its impact on wages into account.
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8 Appendix

Appendix A is devoted to the sample used for estimation and additional descriptive statistics;

Appendix B proves that delay and education are orthogonal; Appendix C explores the models

obtained with alternative definitions of delay; Appendix D gives additional details on the

first-stage regressions; Appendix E discusses the OLS bias; Appendices F, G, H are devoted

to the nonlinear model; Appendix I gives the complete estimation results of the benchmark

linear model, of nonlinear Model A and nonlinear Model B.

8.1 Appendix A. Data and Descriptive Statistics

Table A1 shows the empirical distribution of school-leaving age, conditional on the education

level reached by male students (the displayed figures are frequencies). As can be seen, school

leaving-age is substantially dispersed, even conditional on final education level40. Figure A1

gives the distribution of the education variable itself, for males and females41. Table A2 gives

further indications on the distribution of the education variable, conditional on parental

education levels. Table A2 shows some well-known facts; for instance, that a student’s

probability of reaching the highest degrees is much higher than for any other category when

his (her) father went to college.

A difficulty with wages is that we do not observe the hours worked (but we know if

the individual worked full-time or part-time). To solve this problem, we decided to select

the individuals who experienced at least a full-time employment spell during the five-years

40 For instance, the first line of Table A1 says that 33 percent of the high-school dropouts left at the age
of 18.

41 The probabilities of 16 and 19 are zero because, due to our conventions, nobody leaves school with an
education equal to 16 or 19. There is some bunching of post-graduation diplomas such as Master’s degrees
at level 23.
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observation period. More precisely, we first removed 717 individuals who had never worked

(no employment spell recorded during 5 years). The remaining 25, 642 individuals are the

addition of 14, 213 men and 11, 429 women who worked at least once during the observation

period. We then selected the individuals who experienced at least one full-time employment

spell during the five years. As a consequence, we lost 11.7% of the male sub-sample, but still

had 12, 538 men. The final stage was to match the sample with geographical data from the

National Geographical Institute, in order to compute the distance-to-college instruments,

and other geography-related variables. Some observations of the individual’s location at the

age of entry into junior high-school (the jurisdiction of residence’s code) were missing. This

left us with only 12, 310 males. The possible bias introduced by this selection procedure is

limited in the case of men42. In the present article, we focus on the male subsample.

Yet, a clear advantage of our selection procedure is that it permits us to compare

earnings more precisely, given that full-time employment means a 39 hours working week for

most wage-earning employees (and given the heavily regulated French labor market of the

90s). More importantly, it tends to select a relatively homogeneous population of youths

willing to work full-time (which has some advantages).

The mean wage variable ignores the length of unemployment spells, and the difficulties

faced by the individual to find a stable (and well-paid) job. To capture the effect of job

instability on average earnings, we defined a second average, simply called earnings. To

compute this average, wages and unemployment benefits are weighted by the corresponding

employment or unemployment spell duration43. Figure A2 presents a plot of the density of

wages and earnings (in the men’s subsample44).

See Figure A3 for a plot of the density of employment and search-duration indices.

An alternative endogenous employment measure is the time spent searching for the first job,

in months: we call this variable search duration for short. We also consider the duration of

search before the first full-time job is found, called search duration to full-time job.

42 The same mode of selection would have left us with a sample of 8630 women, all willing to work full-time.
It is therefore likely that there is a sizeable selection bias in our female sub-sample.

43 A worker is eligible for unemployment benefits if he or she has worked in the recent past. Students thus
get zero before their first job. The unemployment benefits are roughly a half of the lost job’s wage.

44 The first wage density depicted on Fig. A2 is not necessarily estimated with first full-time wages, there
are part-time workers too.
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8.2 Appendix B. Orthogonality of Delay and Education Variables

The overall average delay is zero by construction:

δ =
1

N

∑
s

∑

i∈B(s)

(di − τ(s))

=
1

N

∑
s



N(s)


 ∑

i∈B(s)

di

N(s)
− τ(s)






 (34)

= 0.

Let s = (1/N)
∑N

i=1 si. The empirical covariance of s and δ can be computed as follows,

ĉov(s, δ) =
1

N

∑
i

siδi − sδ =
1

N

∑
i

si(di − τ(si))

=
1

N

∑
s


N(s)


 ∑

i∈B(s)

s
di

N(s)


− sN(s)τ(s)




= 0. (35)

8.3 Appendix C. Other Possible Definitions of Delay

8.3.1 Delay as a residual

A more general definition of delay also comes to mind. Delay could have been defined as

the residual of the theoretical regression of d on all the variables observed by the employer,

i.e., δ∗ = d − E(d | X, s, θ1) under Spence’s hypothesis, or δ∗ = d − E(d | s, X, θ1, θ2) if

Becker’s hypothesis holds. If δ∗ is the real delay variable, given that the econometrician

doesn’t observe θ1, it can be replaced with the above defined δ. It then follows that we

estimate a model with a built-in error in the delay variable δ∗ = δ + u, where

u = E(d | s)− E(d | X, s, θ1).

This formulation leads to a very similar model and an equivalent econometric specification.

Another possibility is to define delay as school-leaving age minus “normal age”, that is,

δ∗∗ = d− s. This model also yields very similar results.
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Suppose that Becker’s hypothesis is true, then, the real model is

ln(w) = a0s + b0δ
∗ + Xc0 + θ1 + θ2,

s = Xh0 + Zh + h3θ0, (36)

δ∗ = µ0s + Z2λ + Xc4 + θ4,

where θ4 is a linear combination of (θ1, θ2, θ3). We define δ∗ = δ + u, where u = E(d |
s)−E(d | s,X, θ1, θ2). Under the normality assumption, we get u = a4s+Xc5 + f4θ1 + f5θ2,

for some coefficients (a4, c5, f4, f5). Substituting δ+ u in the log-wage equation and then

s by its expression in the delay equation, we obtain a model expressed in terms of s and δ

instead of s and δ∗,

ln(w) = (a0 + b0a4)s + b0δ + X(c0 + b0c5) + (1 + b0f4)θ1 + (1 + b0f5)θ2,

s = Xh0 + Z1h1 + Z2h2 + h3θ0, (37)

δ = (µ0 − a4)s + Z2λ + X(c4 − c5) + θ4 − f4θ1 − f5θ2.

Given the assumptions about Z and the θs, we still get a simultaneous-equations model that

can be estimated by 3SLS. Of course, we only identify a = a0 +b0a4, b = b0 and c = c0 +b0c5.

Under Spence’s hypothesis, θ2 is not observed by employers, thus, we now have δ∗ =

d − E(d | s,X, θ1). Now, we redefine u = E(d | s) − E(d | s,X, θ1). This is tantamount to

setting f5 = 0 in the above equations. Given that (s, X, θ1, δ) and (s,X, θ1, δ
∗) convey the

same information, we can still write a prediction of θ2 of the form,

E(θ2 | s, δ∗, X, θ1) = a1s + b1δ + Xc1 + f1θ1, (38)

with possibly different values of the coefficients a1, b1, c1, etc. Using the same derivation as

with the benchmark model above, we get the model,

ln(w) = (a0 + b0a4 + a1)s + (b0 + b1)δ + X(c0 + b0c5 + c1) + (1 + b0f4 + f1)θ1,

s = Xh0 + Zh + h3θ0, (39)

δ = (µ0 − a4)s + Z2λ + X(c4 − c5) + θ4 − f4θ1.
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Again, this model is similar to the benchmark formulation, under Spence’s hypothesis. The

coefficients cannot all be identified, of course: we only get the sums a = a0 + b0a4 + a1,

b = b0 + b1 and c = c0 + b0c4 + c1. Note that the coefficient on delay is exactly the same as

under the benchmark formulation and the model can be estimated by 3SLS with the same

instruments Z. Note finally that the error u is completely innocuous if, as we believe, b0 = 0:

under the assumption b0 = 0, the benchmark formulation provides correct estimations of b

and a even if employers use δ∗ instead of δ.

8.3.2 Delay based on normal age

If we now assume that delay is school-leaving age minus normal age, we get δ = d − s.

Assume that the log-productivity equation, the school-leaving age and education equations

are the same as above. We have

d = µs + λZ2 + Xc3 + θ3,

where µ ' 1. Then, we obtain

δ = (µ− 1)s + λZ2 + Xc3 + θ3,

We again derived a simultaneous equation model with a structure similar to that of the

benchmark. In this model, the coefficient of s in the delay equation is essentially 0, but

the empirical results tell us that this coefficient is in fact around 0.3. This is why we think

that the proposed definition of delay as residual of a regression of age on education is more

appropriate.

8.4 Appendix D. Further Properties of the First Stage

Table D1 gives the correlation coefficients of the main instruments with the endogenous vari-

ables and some of the controls. These results give some interesting indications. If distance-

to-college has a significant but moderate (i.e. 10%) correlation with wages, it is not at all

correlated with the employment rate variable. The stock of high schools and ∆Stock vari-

ables are not significantly correlated with wages and employment. Distance-to-college has

an 11% negative correlation with the father-went-to-college dummy, but the Stock and and

64



∆Stock variables are either weakly or not significantly correlated with father-went-to-college.

Low density places tend to have more vocational high schools and to be more distant from

Universities.

Table D2 sheds some light on the impact of instruments in sub-samples. We have

partitioned the sample according to the father’s occupation, and the table reports the results

of first-stage regressions in the various sub-samples (t-statistics are in parentheses). Distance-

to-college works well for the sons of executives only (this category including the sons of

doctors, lawyers, engineers and teachers — to sum up, highly educated fathers). In contrast,

the Stock and ∆Stock variables are significant, with the same order of magnitude, in the

education equation for all sub-samples. These stock variables have a significant impact, of

the same order of magnitude in all delay equations, except for the executives’ sons. Removing

the students residing in the Paris region at grade 6 entry does not affect the significance of the

results. Those living in the Paris region (which includes several counties or départements)

at the age of grade 6 entry are more likely to study less in the suburbs where the stock

of vocational high schools is high: this is due to the clear social stratification of these

counties. To sum up, the Stock and ∆Stock instruments have a relatively balanced effect in

sub-samples, while the distance-to-college instrument seems to affect mostly students from

highly educated families.

Table D3 gives detailed informations on the Stock and Yogo weak IV tests, based on

the Cragg-Donald statistic, when applied to the model variants listed inTable 3a 3b and 3c

above. The Table gives the appropriate critical values of the tests.

8.5 Appendix E. Additional Results and Comments on the Linear

Benchmark Model

Table E1, column C, shows the results obtained when school-leaving age is used instead

of our education variable (but ignoring delay); column D shows that using our education

variable instead of school-leaving age would not yield very different results, if we still ignore

delay. Finally, column E in table E1 shows the results if we use only delay and ignore

education: in this case, delay has a positive return. In each case, instruments are rejected
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Table E1: School-Leaving Age, Education and Delay

Mean Wage

C D E

OLS 3SLS OLS 3SLS OLS 3SLS

School-Leaving Age 6.24% 6.91% — — — —

(57.57) (9.56) — — — —

Education — — 6.50% 7.47% — —

— — (69.57) (11.12) — —

Delay — — — — 0.66% 5.49%

— — — — (3.33) (2.05)

Fisher Overid. test (p-value) — 0.0001 — 0.0062 — 0.0001

R2 0.3316 0.1890 0.3911 0.2041 0.1520 0.1441

Employment

C D E

OLS 3SLS OLS 3SLS OLS 3SLS

School-Leaving Age 6.06% 7.99% — — — —

(18.35) (3.63) — — — —

Education — — 5.57% 9.55% — —

— — (18.67) (4.45) — —

Delay — — — — -1.85% 2.87%

— — — — (-3.39) (0.40)

Fisher Overid. test (p-value) — 0.0157 — 0.1068 — 0.0001

R2 0.0454 0.0207 0.046 0.0209 0.0201 0.019 1
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Table E2: Correlation Matrix of Residuals (Benchmark Model)

Mean Wage Employment Education Delay

Mean Wage 1 0.3134 -0.1922 0.4531

Unemployment 0.3134 1 -0.1756 0.2346

Education -0.1922 -0.1756 1 -0.0279

Delay 0.4531 0.2346 -0.0279 1

by the over-identification F -test: this is because instruments then capture the impact of the

missing endogenous variable, as they would in a reduced-form specification.

Table E2 gives the matrix of correlation coefficients of the benchmark’s residuals

(ν, ζ, ε, η). The correlation of the education and wage equations’ residuals is negative,

corr(ν, ε) = −19%, reflecting a negative ability bias, while the correlation of the delay

and wage equation’s residuals is substantial and positive, i.e., corr(ν, η) = 45%.

The OLS bias on the coefficients (given by the first column of Table 2) is easy to

compute. This bias has a particularly simple expression in a regression without controls.

Using the fact that delay and education are orthogonal, while delay has a zero mean, and

the assumed properties of instruments, we get the simple formulas,

p lim(âOLS) = a +
Cov(ε, ν)

V ar(s)
, p lim(̂bOLS) = b +

Cov(η, ν))

V ar(δ)
.

Using the notation introduced in Section 2, under Spence’s Hypothesis, we have Cov(ε, ν) =

(1+f1)h3Cov(θ0, θ1) and Cov(η, ν) = (1+f1)Cov(θ1, θ3). So, to explain the facts, there must

be an element of negative covariance in the factor structure related to ability. First, remark

that 1 + f1 > 0 is a reasonable assumption, because f1 ' Cov(θ1, θ2)/V ar(θ1) (if s and δ

are not strongly correlated with θ1). Then, if Cov(θ3, θ1) > 0, to get the right sign pattern,

we need to assume Cov(h3θ0, θ1) < 0. To sum up, a possible way to explain the estimated

sign pattern of the correlation matrix is to assume the existence of two ability factors with a

negative covariance. For instance, there would exist an “academic ability” and a “practical

ability” factor, both productive, but with the likely property that the individuals who possess

more of one talent have less of the other. On the existence of multiple skills and abilities,

see e.g. Cunha et al. (2006).
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There are other possible explanations for this negative ability bias in the literature.

The negative covariance of h3θ0 and θ1 could also be explained by job opportunities: the

occurrence of an attractive opportunity would at the same time increase wages and shorten

education and delay (see e.g., Vella and Gregory (1996)). It could also be true that those

who accumulated delay for unobservable reasons (i.e. high θ3s) quit school sooner (i.e. low

h3θ0) when faced with a favorable job market opportunity (high θ1).

8.6 Appendix F. Derivation of ∆V

We easily get,

∆V (s | ε) = E [(T − ds)us − (T − ds−1)us−1 + ∆ds(ln(hs) + us−1) | ε]
= E [(T − ds)∆us + ∆ds ln(hs) | ε] .

Denoting ∆as = as − as−1, and ∆αs = αs − αs−1, we find

∆us = ∆as + ∆αs and ∆ds = ∆τ(s).

It then follows that,

∆V (s | ε) = ∆us[T − E(ds | ε)] + ∆ds[−X3γ3 − cs + ε].

But

E(ds | ε) = τ(s) + X2γ2 + E(η | ε) = E(ds) + E(η | ε).

Because of normality, E(η | ε) = (σεη/σ
2
ε )ε = εσεη. Hence,

∆V (s | ε) = ∆us[T − E(ds)− εσεη] + ∆ds[−X3γ3 − cs + ε]

= ∆us[T − E(ds)]−∆ds[X3γ3 + cs] + ε[∆ds − σεη∆us].

8.7 Appendix G. Second-Order Conditions

The discrete concavity condition ks < ks+1, for all s, can be written,

∆ds+1

As+1

(X3γ3 + cs+1)− ∆ds

As

(X3γ3 + cs) >
∆us+1(T − E(ds+1))

As+1

− ∆us(T − E(ds))

As

,
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where by definition, As = ∆ds − σεη∆us. Assume that σεη ' 0, so that As ' ∆ds; then, the

above inequality is approximately equivalent to

∆cs+1 >

(
∆us+1

∆ds+1

− ∆us

∆ds

)
(T − E(ds))− ∆us+1

∆ds+1

(E(ds+1 − ds)).

Given that E(ds+1)− E(ds) = E(∆ds+1) = ∆ds+1, we get the equivalent condition,

∆cs+1 + ∆us+1 >

(
∆us+1

∆ds+1

− ∆us

∆ds

)
(T − E(ds)).

This latter condition is sufficient for ks < ks+1, provided that σεη is sufficiently small. It is

easy to see that the condition holds under the stronger conditions of “increasing cost”, i.e.,

∆cs+1 ≥ 0, increasing utility ∆us+1 ≥ 0, and concave utility, i.e., if ∆us/∆ds is decreasing

with s. But the model can easily accommodate moderately increasing returns, i.e., ∆us/∆ds

increasing with s, provided that ∆cs + ∆us is high enough, and T is not too large.

8.8 Appendix H. Estimation of the Nonlinear Model and Likeli-

hood

Let the covariance matrix Ω be defined as,

Ω =




σ2
ν σνζ σνη σεν

σνζ σ2
ζ σζη σεζ

σνη σζη σ2
η σεη

σεν σεζ σεη 1




(40)

Given the normality assumptions, we can write,

ε = E(ε|ν, ζ, η) + ξ, (41)

where ξ is an independent error term, orthogonal to (ν, ζ, η), and we have

E(ε|ν, ζ, η) = r0ν + r1ζ + r2η, (42)

where r = (r0, r1, r2) are theoretical regression coefficients, given by the formula,

r = (r0, r1, r2) = (σεν , σεζ , σεη)Ω
−1
0 . (43)
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where Ω0 is the submatrix,

Ω0 =




σ2
ν σνζ σνη

σνζ σ2
ζ σζη

σνη σζη σ2
η


 , (44)

Using the constraint V ar(ε) = 1, we see that the variance of ξ satisfies,

V ar(ξ) = 1− V ar(r0ν + r1ζ + r2η)

= 1− ρ2 (45)

where by definition,

ρ2 = r′Ω0r =
(
σεν σεζ σεη

)
Ω−1

0




σεν

σεζ

σεη


 . (46)

We can now derive individual contributions to likelihood, denoted, Li. First, given

the ordered Probit structure, we have,

Pr(si = s, xi, yi, δi) =

∫ ks+1

ks

pdf(ε | xi, yi, δi)pdf(xi, yi, δi)dε, (47)

using the decomposition pdf(xi, yi, δi, ε) = pdf(ε | xi, yi, δi)pdf(xi, yi, δi), and the densities

involved are normal. Now define,

ν̂is = xi − as −Xiγ0 − bδi,

ζ̂is = yi − αs −Xiγ1 − βδi, (48)

η̂is = δi −Xi2γ2.

The transformation (x, y, δ) 7→ (ν, ζ, η) is linear, one-to-one and upper triangular, that is,




ν

ζ

η


 =




1 0 −b

0 1 −β

0 0 1







x

y

δ


 + C, (49)

where C is a vector of functions of X, s, and model parameters. It follows that the Jacobian

determinant J of this transformation is equal to the product of its diagonal terms, i.e., J = 1.
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Thus, on the integration domain, the vector (xi, yi, δi) is normal and has the following p.d.f.,

denoted ψ,

ψ(xi, yi, δi) =
1

(
√

2π)3
√

det Ω0

exp{−1

2

(
ν̂is ζ̂is η̂is

)
Ω−1

0




ν̂is

ζ̂is

η̂is


}. (50)

We can therefore factor out ψ(xi, yi, δi) in the expression of Pr(si = s, xi, yi, δi). This yields,

Pr(si = s, xi, yi, δi) = ψ(xi, yi, δi)

∫ ks+1

ks

pdf(ε | xi, yi, δi)dε.

Let Φ(x) =
∫ x

−∞ φ(v)dv, be the standard normal c.d.f., and φ(x) = (
√

2π)−1 exp(−x2/2)

be the standard normal p.d.f. The distribution of εi conditional on (xi, yi, δi), Xi and the

parameters, is the same as the distribution of εi conditional on (νi, ζi, ηi), Xi and the pa-

rameters, given the one-to-one mapping between the two vectors (the conditioning with

respect to X is kept implicit everywhere). This conditional distribution is normal, with

mean (r0ν̂is + r1ζ̂is + r2η̂is) and variance 1− ρ2. Therefore, we have,

Pr(si = s, xi, yi, δi) = ψ(xi, yi, δi)

∫ ks+1

ks

φ

(
ε− r0ν̂is − r1ζ̂is − r2η̂is√

1− ρ2

)
dε√

1− ρ2
. (51)

Integration finally yields,

Pr(si = s, xi, yi, δi) = ψ(xi, yi, δi)(Φ
s
s+1,i − Φs

s,i), (52)

where by definition,

Φs
s,i = Φ

[
ki,s − r0ν̂is − r1ζ̂is − r2η̂is√

1− ρ2

]
(53)

and

Φs
s+1,i = Φ

[
ki,s+1 − r0ν̂is − r1ζ̂is − r2η̂is√

1− ρ2

]
.

The contribution to likelihood of an individual i is precisely Li = ψ(xi, yi, δi)(Φ
s
s+1,i − Φs

s,i)

with s = si.

8.9 Appendix I. Complete results

Tables 7, 8a, 8b and 9 give the complete estimation results, for the Benchmark Linear Model,

Model B, Model B with interactions of education and delay and Model A, respectively.
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APPENDIX A 
 

Table A1: Empirical Distribution of Male School-Leaving Age, Conditional on Education Level 
 
Age while leaving school 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
High school dropouts 0.01 0.17 0.24 0.33 0.16 0.07 0.01 0.01 0 0 0 0 0 0 0 0 0 0
Vocational degree 0 0 0.03 0.30 0.37 0.21 0.06 0.02 0.01 0 0 0 0 0 0 0 0 0
High school graduates (grade 12) 0 00 0 0. 2 0.12 0.31 0.32 0.15 0.06 0.02 0.01 0 0 0 0 0 0 0
Two years of college (grade 14) 0 0 0 0 0 0.13 0.27 0.28 0.19 0.08 0.02 0.01 0.01 0 0 0 0 0
Four years of college (grade 16) 0 0 0 0 0 0 0.04 0.17 0.20 0.27 0.13 0.09 0.04 0.03 0.01 0.01 0.01 0.01
Graduate studies 0 0 0 0 0 00 0 0. 4 0.24 0.29 0.15 0.11 0.07 0.04 0.02 0.02 0.01 0
 
 
Table A2: Distribution of Education Variable, Conditional on Parental Education 
 
  13 14 15 17 18 20 21 22 23 Total 
Father's education           
Without Qualification 4.7 18.4 16.2 24.1 12.7 13.3 2.2 2.8 5.6 16.9 
Elementary Certificate 1.6 9.3 13.0 24.7 17.7 19.8 2.3 3.1 8.6 33.7 
Vocational Degree 1.9 11.7 17.7 22.8 15.7 18.0 1.6 2.8 7.8 22.6 
High School Degree 0.8 5.0 7.6 15.7 18.7 22.4 4.5 7.0 18.3 7.0 
College 0.5 3.3 4.9 11.2 12.8 16.7 3.0 8.1 39.4 10.3 
Observation Missing 6.5 22.5 24.5 24.2 10.7 8.3 0.9 0.9 1.5 9.5 
Mother's education           
Without Qualification 4.5 17.7 16.9 23.0 14.0 13.8 1.7 2.3 6.0 22.1 
Elementary Certificate 1.4 9.4 13.4 24.3 17.0 19.4 2.4 3.3 9.4 38.6 
Vocational Degree 2.1 9.7 15.7 22.4 15.8 19.2 2.5 4.0 8.7 14.1 
High School Degree 0.9 5.7 8.8 16.7 15.8 19.9 3.9 6.6 21.6 9.2 
College 0.2 3.7 4.6 10.6 14.4 17.8 2.1 8.0 38.6 6.9 
Observation Missing 6.3 22.2 24.4 24.5 10.2 8.5 0.5 0.8 2.7 9.1 
Total 2.5 11.7 14.5 22.1 15.3 17.1 2.2 3.6 11.1 100.0 
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Figure A1: Duration of Schooling 
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Figure A2: Male Wage Distributions (in Euros) 
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Figure A3: Male Unemployment Rate Distributions 
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APPENDIX D 
 
Table D1: Correlation of Main Instruments with Various Variables 
 

  
  

Distance to college Stock of vocational 
high schools 1982 

Δ stock of vocational 
schools 1989-82 Mean Wage Employment 

1 0.1930 0.0477 -0.0972 0.0047 Distance to college 
 <.0001 <.0001 <.0001 0.6035 

0.1930 1 -0.4621 -0.0093 -0.0001 Stock of vocational high 
schools 1982 <.0001   <.0001 0.3003 0.9908 

0.0477 -0.4621 1 -0.0066 0.0105 Δ stock of vocational 
schools 1989-82 <.0001 <.0001   0.4642 0.2462 
 
 
  
  

Education Delay Father went 
to college 

Local population
density 

-0.0325 -0.0830 -0.1140 -0.3821 Distance to college 
0.0003 <.0001 <.0001 <.0001 
0.0566 0.0466 -0.0539 -0.1295 Stock of vocational high 

schools 1982 <.0001 <.0001 <.0001 <.0001 
-0.0185 0.0196 -0.0016 -0.1239 Δ stock of vocational 

schools 1989-82 0.0404 0.0295 0.8618 <.0001 
 
 
 
p-value of significance test is given in italics below estimated correlation 
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Table D2: Impact of Instruments in Various Sub-Samples 
Occupation of the Father 

Farmer Craftsman Executive Middle Manager 
  

  
  Education Delay Education Delay Education Delay Education Delay 

-0.0012 0.0023 -0.0081 -0.0069 -0.0295 -0.0099 -0.0140 -0.0088 Distance to college 
(-0.08) (0.28) (-0.90) (-1.70) (-3.34) (-1.94) (-1.38) (-1.54) 
0.0139 0.0116 0.0157 0.0036 0.0147 0.0000 0.0178 0.0088 Stock of vocational high 

schools 1982 (3.23) (4.86) (4.43) (1.90) (4.53) (0.01) (4.70) (4.08) 
0.0390 0.0190 0.0362 0.0041 0.0402 -0.0037 0.0256 0.0230 Δ stock of vocational 

schools 1989-82 (3.14) (2.74) (3.82) (0.89) (4.41) (-0.70) (2.41) (3.82) 
Number of Observations 679 1359 1956 1271 
 
 
 

Occupation of the Father Location at Grade 6 Entry 
White Collar Blue Collar Not in Paris Area Paris Area 

  
  

  Education Delay Education Delay Education Delay Education Delay 
-0.0080 -0.0018 0.0000 -0.0070 -0.0038 -0.0050 -0.0392 -0.0179 Distance to college 
(-1.20) (-0.49) (0.01) (-2.52) (-1.08) (-2.65) (-2.23) (-1.65) 
0.0167 0.0055 0.0204 0.0056 0.0210 0.0059 -0.0384 -0.0189 Stock of vocational high 

schools 1982 (6.04) (3.81) (9.36) (4.75) (16.85) (8.58) (-6.09) (-4.92) 
0.0436 0.0072 0.0218 0.0068 0.0354 0.0068 0.0660 0.0484 Δ stock of vocational 

schools 1989-82 (5.75) (1.81) (4.08) (2.58) (10.61) (3.79) (3.62) (4.33) 
Number of Observations 2377 3717 10842 1468 
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Table D3:  Weak Instrument Test (Stock and Yogo, 2005) 
 

Critical Values for 
the Weak Instrument Test  

Significance level 5% 

based on 2SLS bias based on 2SLS size 
  

Number of instruments Cragg-Donald Statistic 

0.05 0.10 0.10 0.15 
Benchmark 6 13.41*° 15.72 9.48 21.68 12.33 
Variant 1 6 12.49*° 15.72 9.48 21.68 12.33 
Variant 2 4 2.11 11.04 7.56 16.87 9.93 
Variant 3 14 5.08 19.83 10.89 36.36 19.72 
Variant 4 13 5.00 19.64 10.84 34.62 18.84 
Variant 5 14 10.48 19.83 10.89 36.36 19.72 
Variant 6 5 15.68**° 13.97 8.78 19.45 11.22 
Variant 7 5 3.59 13.97 8.78 19.45 11.22 
Variant 8 4 18.82**°° 11.04 7.56 16.87 9.93 
Variant 9 4 20.96**°° 11.04 7.56 16.87 9.93 
Variant 10 2 36.55°° -- -- 7.03 4.58 
Variant 11 2 34.14°° -- -- 7.03 4.58 
Variant 12 3 18.23°° -- -- 13.43 8.18 
Variant 13 18 12.29* 20.33 11.00 43.22 23.22 
Variant 14 7 21.83**° 16.88 9.92 23.72 13.34 
Variant 15 5 14.22**° 13.97 8.78 19.45 11.22 

Benchmark* 6 12.11*° 15.72 9.48 21.68 12.33 
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APPENDIX I 
 

Table 7: Linear Model: Complete Results 
 

  Mean Wage Employment Education Delay 
  Coeff. t Coeff. t Coeff. t Coeff. t 
Constant 7.2668 49.49 -2.7452 -6.25 14.9502 74.44 -1.1139 -10.20 
Delay -0.0926 -3.29 -0.1929 -2.28 - - - - 
Education 0.0912 10.49 0.1298 5.03 - - - - 
Father's occupation         
Farmer -0.0681 -3.37 0.0244 0.41 0.5657 3.62 -0.1644 -1.89 
Craftsman 0.0152 1.41 0.0778 2.48 0.0835 0.92 0.0164 0.33 
Executive 0.0108 0.77 -0.0989 -2.39 1.1770 12.99 0.1016 2.02 
Middle Manager 0.0200 1.66 -0.0390 -1.11 0.7177 8.01 0.0913 1.83 
White Collar. Reference group         
Blue Collar 0.0173 1.98 -0.0082 -0.32 -0.2909 -4.21 0.0271 0.71 
Missing or Deceased -0.0097 -0.81 -0.0967 -2.77 -0.0153 -0.15 0.0641 1.16 
Mother's occupation         
Farmer -0.0396 -1.93 0.0468 0.78 0.0697 0.41 -0.0638 -0.67 
Craftsman 0.0273 1.81 0.0477 1.08 0.0608 0.48 0.0247 0.35 
Executive 0.0183 1.34 0.0145 0.37 0.4812 4.34 0.0946 1.54 
Middle Manager 0.0149 1.04 0.0628 1.50 0.2550 2.22 0.1842 2.89 
White Collar. Reference group         
Blue Collar 0.0145 1.53 0.0327 1.18 -0.4311 -5.79 -0.0630 -1.52 
Missing or Deceased 0.0005 0.07 0.0160 0.73 0.0513 0.84 0.0779 2.30 
Father's education         
High school dropouts. Reference group         
Vocational degree -0.0072 -0.71 -0.0348 -1.18 0.6705 9.43 0.0207 0.52 
Advanced vocational degree 0.0004 0.04 -0.0401 -1.37 0.4780 6.43 -0.0317 -0.77 
High school graduates -0.0001 -0.01 -0.1056 -2.18 1.2180 11.17 0.0271 0.45 
Father went to College 0.0363 2.01 -0.1379 -2.61 1.6131 14.21 0.1855 2.94 
Mother's education         
High school dropouts. Reference group         
Vocational degree -0.0240 -2.41 -0.0108 -0.37 0.6869 10.43 -0.0166 -0.45 
Advanced vocational degree -0.0190 -1.68 0.0067 0.20 0.5537 6.69 -0.0431 -0.94 
High school graduates -0.0330 -2.06 -0.0523 -1.10 0.9919 9.98 -0.1305 -2.36 
Mother went to College -0.0167 -0.76 -0.1606 -2.45 1.1901 9.13 -0.2743 -3.79 
Population aged 15-19, 1982 0.0292 4.20 0.0310 1.51 0.1526 2.41 0.0205 0.59 
Local population density 1982 0.0000 -0.06 -0.0002 -0.66 0.0044 5.42 0.0010 2.25 
Unemployment  rate 92-97 
(in 1992 county of residence) -0.0043 -2.69 -0.0163 -3.27 - - - - 
Residence in 1992          
Reference (rest of France)         
Paris Area in 1992 0.0697 5.92 0.0241 0.69 - - - - 
Unemployment rate 82-87  
(in county of residence at grade 6 entry) - - - - -0.0525 -3.66 0.0545 6.89 
Residence at grade 6 entry         
Reference (rest of France)         
Paris Area at grade 6 entry - - - - 0.5368 5.47 0.2898 5.45 
Distance to college - - - - -0.0067 -2.17 -0.0065 -4.09 
(Distance to college)2 - - - - 0.0001 1.39 0.0001 4.19 
Stock of vocational high schools 1982 - - - - 0.0171 14.19 0.0048 7.30 
Δ stock of vocational high schools 1989-82 - - - - 0.0317 9.77 0.0074 4.38 
Number of observations 12,310 12,310 12,310 12,310 
R-Squared 0.1654 0.0197 0.2158 0.0212 
Cross Model Correlation Mean Wage Employment Education Delay 
Mean Wage 1 0.3134 -0.1922 0.4531 
Unemployment 0.3134 1 -0.1756 0.2346 
Education -0.1922 -0.1756 1 -0.0279 
Delay 0.4531 0.2346 -0.0279 1 
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Table 8a: Model B 
 

  Mean Wage Employment Education Delay 
  Coeff. t Coeff. t Coeff. t Coeff. t 
Constant 8.5524 195.00 -1.3041 -13.03 - - -0.3337 -5.69
Delay -0.0967 -3.10 -0.1971 -2.28 - - - - 
Education (Reference: Dropouts)     - - - - 
Vocational degree 0.1437 3.44 0.6022 6.39 - - - - 
High school graduates (grade 12)  0.1310 4.92 0.2094 3.40 - - - - 
Two years of college (grade 14) 0.1709 8.76 0.2976 6.31 - - - - 
Four years of college (grade 16) 0.1388 7.12 0.2037 4.01 - - - - 
Graduate studies 0.2786 10.17 0.2436 3.65 - - - - 
Father's occupation         
Farmer -0.0633 -2.97 0.0012 0.02 0.2211 3.42 -0.1658 -1.91
Craftsman 0.0078 0.71 0.0704 2.14 0.0444 1.18 0.0098 0.20
Executive 0.0063 0.36 -0.1182 -2.63 0.4644 12.35 0.0889 1.76
Middle Manager 0.0236 1.76 -0.0507 -1.36 0.2782 7.52 0.0815 1.64
White Collar. Reference group         
Blue Collar 0.0120 1.28 -0.0031 -0.12 -0.1262 -4.38 0.0185 0.48
Missing or Deceased -0.0138 -1.14 -0.0928 -2.55 -0.0075 -0.18 0.0652 1.18
Mother's occupation         
Farmer -0.0378 -1.82 0.0373 0.60 0.0639 0.90 -0.0408 -0.43
Craftsman 0.0317 2.07 0.0380 0.83 0.0511 0.97 0.0520 0.74
Executive 0.0141 0.98 0.0090 0.21 0.1870 4.03 0.1049 1.70
Middle Manager 0.0163 1.11 0.0587 1.33 0.0979 2.05 0.1886 2.96
White Collar. Reference group         
Blue Collar 0.0059 0.59 0.0327 1.13 -0.1531 -4.91 -0.0648 -1.57
Missing or Deceased -0.0009 -0.11 0.0199 0.85 0.0074 0.28 0.0841 2.48
Father's education         
High school dropouts. Reference group         
Vocational degree 0.0051 0.43 -0.0566 -1.79 0.2798 9.44 0.0222 0.55
Advanced vocational degree 0.0061 0.54 -0.0627 -2.02 0.2155 6.96 -0.0355 -0.86
High school graduates 0.0116 0.58 -0.1342 -2.59 0.4985 11.04 0.0308 0.51
Father went to College 0.0309 1.34 -0.1737 -2.94 0.6762 14.26 0.1909 3.02
Mother's education         
High school dropouts. Reference group         
Vocational degree -0.0123 -1.03 -0.0296 -0.96 0.2812 10.23 -0.0116 -0.30
Advanced vocational degree -0.0077 -0.61 -0.0090 -0.26 0.2276 6.62 -0.0430 -0.92
High school graduates -0.0253 -1.32 -0.0770 -1.57 0.4075 9.85 -0.1220 -2.19
Mother went to College -0.0144 -0.55 -0.1868 -2.78 0.5100 9.35 -0.2613 -3.59
Population aged 15-19, 1982 0.0227 3.63 0.0460 2.42 -0.0030 -0.13 -0.0112 -0.37
Local population density 1982 0.0012 0.15 -0.0679 -2.90 0.1528 6.86 0.1401 4.77
Unemployment  92-97 -0.0121 -2.13 -0.0608 -3.39 - - - - 
Residence in 1992         
Paris Area in 1992 (Reference: rest of France) 0.0725 7.78 0.0481 1.69 - - - - 
Unemployment rate 82-87 - - - - -0.0935 -4.48 0.1610 5.83
Residence at grade 6 entry         
Reference (rest of France)         
Paris Area at grade 6 entry - - - - 0.2056 5.61 0.2190 4.71
Distance to college - - - - -0.0238 -0.90 0.0205 0.64
(Distance to college)2 - - - - -0.0394 -1.56 -0.0748 -2.47
Stock of vocational high schools 1982 - - - - 0.2096 9.37 0.1898 5.92
Δ stock of vocational high schools 1989-82 - - - - 0.1344 6.12 0.1033 3.82
Ordered Probit Cuts         
κ1     -0.4520 -10.06   
κ2     0.7607 16.89   
κ3     1.2099 26.60   
κ4     1.8382 39.47   
κ5         2.1491 45.28     
Estimated Standard Deviations         
standard deviation 0.3042 11.93 0.9165 19.70968 1 - 1.4131 157.01 
Estimated Correlation Matrix Mean Wage Employment Education Delay 
Mean Wage 1    
Unemployment 0.3642 (5.02) 1   
Education -0.2010 (-1.92) -0.3010 (-4.07) 1  
Delay 0.4996 (4.72) 0.2853 (2.35) -0.0261 (-2.75) 1 
Mean Log-Likelihood -4.57842 
Number of observations 12,310 
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Table 8b: Model B with interactions 
 
 
  Mean Wage Employment 
  Coeff. t Coeff. t 
Delay     
Delay*High-School Dropouts -8.7% -2.70 -22.8% -2.55 
Delay*Vocational degree -10.4% -3.27 -24.7% -2.80 
Delay*High school graduates (grade 12)  -9.0% -2.81 -22.3% -2.51 
Delay*Two years of college (grade 14) -9.0% -2.82 -15.7% -1.77 
Delay*Four years of college (grade 16) -10.0% -3.10 -15.0% -1.67 
Delay*Graduate studies -10.1% -3.17 -15.2% -1.71 
Mean Log-Likelihood -4.57508       
Number of observations 12,310     
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Table 9: Model A 
 

  Mean Wage Employment Education Delay 
  Coeff. t Coeff. t Coeff. t Coeff. t 
Constant 8.5401 302.49 -1.2853 -17.45 - - -0.2602 -4.86
Delay -0.1146 -3.52 -0.2189 -2.31 - - - - 
Education (Reference: Dropouts)         
Vocational degree 0.1580 5.96 0.5877 8.81 - - - - 
High school graduates (grade 12)  0.1426 8.06 0.2167 4.93 - - - - 
Two years of college (grade 14) 0.1685 12.21 0.2347 6.33 - - - - 
Four years of college (grade 16) 0.1624 11.12 0.3172 5.86 - - - - 
Graduate studies 0.2580 13.58 0.0446 1.08 - - - - 
Father's occupation         
Farmer -0.0590 -2.83 0.0182 0.26 0.1913 2.58 -0.0894 -1.19
Craftsman 0.0015 0.14 0.0658 1.89 0.0272 0.64 -0.0433 -0.95
Executive 0.0047 0.34 -0.0988 -2.47 0.5049 11.95 0.0887 1.97
Middle Manager 0.0220 1.83 -0.0416 -1.12 0.3124 7.37 0.0742 1.67
White Collar. Reference group         
Blue Collar 0.0083 0.91 -0.0131 -0.51 -0.1403 -4.20 -0.0237 -0.66
Missing or Deceased -0.0087 -0.68 -0.0866 -2.46 0.0374 0.82 0.0988 2.11
Mother's occupation         
Farmer -0.0431 -2.14 0.0336 0.45 0.0379 0.48 -0.0777 -1.00
Craftsman 0.0297 2.04 0.0350 0.74 0.0668 1.14 0.0349 0.58
Executive 0.0160 1.20 0.0203 0.46 0.2371 4.69 0.1155 2.25
Middle Manager 0.0141 0.97 0.0585 1.24 0.1612 2.98 0.1502 2.84
White Collar. Reference group         
Blue Collar 0.0063 0.60 0.0279 1.02 -0.1868 -5.04 -0.0629 -1.58
Missing or Deceased 0.0036 0.43 0.0273 1.13 0.0566 1.96 0.1070 3.56
Father's education         
High school dropouts. Reference group         
Vocational degree 0.0001 0.01 -0.0541 -1.91 0.2847 8.58 -0.0017 -0.05
Advanced vocational degree 0.0013 0.12 -0.0612 -2.10 0.1958 5.56 -0.0565 -1.49
High school graduates 0.0100 0.61 -0.1187 -2.48 0.5255 10.22 0.0506 0.93
Father went to College 0.0214 1.23 -0.1576 -3.00 0.7349 14.40 0.1219 2.26
Mother's education         
High school dropouts. Reference group         
Vocational degree -0.0160 -1.61 -0.0258 -0.94 0.2767 8.92 -0.0181 -0.54
Advanced vocational degree -0.0094 -0.82 -0.0052 -0.16 0.2167 5.50 -0.0305 -0.72
High school graduates -0.0257 -1.78 -0.0616 -1.37 0.3811 8.21 -0.0778 -1.55
Mother went to College -0.0157 -0.77 -0.1635 -2.66 0.4349 7.21 -0.2045 -3.36
Population aged 15-19, 1982 0.0189 2.86 0.0374 1.90 -0.0244 -0.93 -0.0444 -1.65
Local population density 1982 0.0048 0.59 -0.0557 -2.31 0.2215 8.43 0.1542 5.70
Unemployment 92-97 -0.0125 -2.28 -0.0620 -3.44 - - - - 
Location in 1992         
Paris Area in 1992 (Reference: rest of France) 0.0735 8.51 0.0588 1.80 - - - - 
Unemployment 82-87  - - - - -0.0477 -1.96 0.1157 4.81
Location at grade 6 entry         
Reference (rest of France)         
Paris Area at grade 6 entry - - - - 0.2918 7.17 0.1955 4.84
Distance to college  - - - - -0.0326 -1.04 -0.0067 -0.24
(Distance to college)2 - - - - -0.0766 -2.62 -0.0734 -2.72
Stock of vocational high schools 1982 - - - - 0.2938 10.94 0.1796 6.74
Δ stock of vocational high schools 1989-82 - - - - 0.1733 7.05 0.0896 3.92
Ordered Probit Cuts         
c1     34.3373 10.75   
c2     11.4594 8.30   
c3     17.1376 11.10   
c4     11.7871 9.93   
c5         22.6732 8.78     
Estimated Standard Deviations         
standard deviation 0.3194 11.61 0.9188 18.64 1 - 1.4140 235.67
Estimated Correlation Matrix Mean Wage Employment Education Delay 
Mean Wage 1    
Unemployment 0.3893 (5.27) 1   
Education -0.2245 (-3.73) -0.2686 (-4.91) 1  
Delay 0.5563 (5.67) 0.3181 (2.43) -0.0301 (-3.27) 1 
Mean Log-Likelihood -4.57751 
Quong Vuong's test (against model B) 1.11               

 


	Brodlin7_version_doc_Crest.pdf
	Annexes_Brodlin7_version_doc_Crest.pdf

