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Abstract

For tests based on nonparametric methods, power crucially depends on the dimension of the conditioning variables, and specifically decreases with this dimension. This is known as the “curse of dimensionality.” We propose a new general approach to nonparametric testing in high dimensional settings and we show how to implement it when testing for a parametric regression. The resulting test behaves against directional local alternatives almost as if the dimension of the regressors was one. It is also almost optimal against classes of one-dimensional alternatives for a suitable choice of the smoothing parameter. A simulation study shows that it outperforms the standard test by Zheng (1996).
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Résumé

Dans les tests d'adéquation basées sur un lissage non paramétrique, la puissance diminue avec la dimension du vecteur des variables explicatives. Ce phénomène, connu sous le nom du "fléau de la dimension", est dû à l'utilisation d'une estimation non paramétrique d'une fonction multivariée. Nous proposons une nouvelle méthode de test d'adéquation non paramétrique en grande dimension et nous montrons comment cette méthode s'applique dans le cas de la régression paramétrique. Le test proposé se comporte envers les alternatives locales à la Pitman comme si la dimension du vecteur de variables explicatives était égale à 1. Sous certaines conditions, le test est optimal envers les alternatives définies par des classes de fonctions dépendantes uniquement d'une combinaison linéaire de variables explicatives. Des simulations montrent que notre test se comporte mieux que le test classique de Zheng (1996).

Mots clefs: Fléau de la dimension, test d'adéquation, méthodes non paramétriques.
1 Introduction

The expression “curse of dimensionality” refers to the poor performances of local smoothing methods for multivariate data. Because of the sparsity of data in multidimensional spaces, the behavior of nonparametric smooth estimators quickly deteriorates as the number of dimension increases, see Stone (1980). This issue is a prominent reason for the study of dimension-reduction models in nonparametric estimation. For instance, when the regression function depends only on a single linear index of the variables, the nonparametric estimator performs as in the one-dimensional case. The single-index regression model has been widely studied in econometrics, see e.g. Stoker (1986), Härdle and Stoker (1989), Powell, Stock and Stocker (1989), Ichimura (1993), Sherman (1994b), Delecroix, Hristache and Patilea (2006).

Many consistent specification tests of a (semi)parametric model contrast the latter model with a completely nonparametric one. Since nonparametric estimators suffer from the curse of dimensionality, so too do the power of the related tests. Specifically, most specification tests of a parametric regression are consistent against directional local alternatives that go further away from the null hypothesis when the dimension of the regressors increases, see for instance Härdle and Mammen (1993) and Zheng (1996). Another approach looks at the uniform consistency of the test against a class of regular alternatives, see Spokoiny (1996), Horowitz and Spokoiny (2001), Guerre and Lavergne (2002), and essentially reaches the same conclusion. The adverse effect of dimension on the tests’ power is also found to be significant in practice, as illustrated by our simulations in Section 4.

Very little research has been aimed at alleviating the curse of dimensionality in testing. Zhu (2003) proposed a dimension-reduction type test for a parametric regression, but his null hypothesis is actually the independence of residuals and regressors. This is too strong a hypothesis for econometric application, in particular as data often exhibit conditional volatility. After we wrote a first version of this paper, we discovered a former work on testing a linear parametric regression by Zhu and Li (1998), who put forward a similar idea that we develop here, but did not study the related test.
The purpose of this paper is to propose a new approach for nonparametric testing in high dimensional settings. In Section 2, we propose a general approach that could apply to many nonparametric testing problems. Before entering into details, let us give a flavor of our general approach and of our results. Many testing problems consider a null hypothesis of the form

\[ H_0 : \mathbb{E}[U(\theta_0)|X] = 0 \text{ almost surely (a.s.)}, \]

where \( \theta_0 \) is an unknown parameter to be estimated and \( X \in \mathbb{R}^q \). That is, we want to check whether a zero conditional moment restriction holds for almost any value of the variables \( X \). Our proposal to reduce the dimension of the problem is to use single linear indices \( X'\beta \) as a conditioning variable instead of \( X \), and then to look for the direction \( \beta \) that makes \( \mathbb{E}[U(\theta_0)|X'\beta] \) furthest away from zero. Our dimension-reduction approach is thus the testing counterpart of single-index model in estimation, with the fundamental difference that the function under test does not need to depend on a single-index only. Indeed, our first main finding, as stated in Lemma 2.1 and its corollary, is that our approach yields a test which is consistent against any nonparametric alternative. To show the potential benefits of our approach, we apply it to testing for the parametric form of a regression in Section 3. Our second main finding is that the resulting test of a parametric regression behaves against general nonparametric directional alternatives almost as if the dimension of the regressors was one. Hence there is a cost to dimensionality, but this cost is low and is paid only once, as it does not increase with the dimension of the regressors. Our third main finding is that for a suitable choice of the smoothing parameter, the test is almost optimal against classes of single-index alternatives. This is at odds with standard multidimensional tests, which have the same detection properties irrespective of the dimension of the alternatives. Finally, our simulation study in Section 4 show that our test outperforms the standard “multidimensional” test of Zheng (1996).
2 Dimension reduction in nonparametric testing

2.1 Testing against nonparametric alternatives

A common feature of many nonparametric tests is to consider a zero conditional moment restriction of the form (1.1). The unknown parameter $\theta_0$ can be of finite or infinite dimension and should be estimated either before constructing the test or at the same time. Many testing problems can be recast into this framework. We detail here some important ones, and first the one that we will look at in Section 3.

**Example 1: Testing for a parametric regression.** In that case, $U(\theta) = Y - \mu(X; \theta)$, where $\mu(\cdot; \cdot)$ belongs to a parametric family and $\theta$ belongs to a subset of $\mathbb{R}^d$. Tests using smoothing methods have been proposed by Härdle and Mammen (1993), Hong and White (1995), and Zheng (1996), among others, see Hart (1997) for a review. Against nonparametric directional alternatives of the form

$$E[Y|X] = \mu(X; \theta_0) + r_n \delta(X),$$

$r_n$ should be of higher order than $n^{-1/2}h^{-q/4}$ to obtain consistency. When looking at the uniform consistency of the test against a class of alternatives of known smoothness $s$, consistency requires that the alternatives lie at distance $n^{-2s/4s+q}$ from the null hypothesis, see Guerre and Lavergne (2002). When the smoothness index $s$ is unknown, the so-called adaptive rate is less by a small factor, see Spokoiny (1996), Horowitz and Spokoiny (2001), and Guerre and Lavergne (2005).

Another class of consistent tests for a parametric regression is based on various transforms of the cumulative process of residuals obtained from estimation of the parametric model, see in particular Bierens (1982, 1990) and Stute (1997). Theoretical results are mixed: while such tests do not theoretically suffer from the curse of dimensionality under directional alternatives, they exhibit poor performances against sets of regular alternatives, see Guerre and Lavergne (2002).

**Example 2: Testing conditional moment restrictions.** In econometrics, we
are frequently interested in conditional moment restrictions beyond the regression case. In our framework, \( U(\theta) = \rho(Y, X, \theta) \), where \( \rho(\cdot, \cdot, \cdot) \) is a multivariate function known up to a finite-dimensional parameter \( \theta \). A simple instance is testing for homoscedasticity in a parametric regression model, where \( \rho(Y, X, \theta, \sigma^2) = (Y - \mu(X, \theta))^2 - \sigma^2 \). Delgado, Dominguez and Lavernge (2006) provide several more instances. Stinchcombe and White (1998) and Whang (2001) study single conditional moment restrictions, Donald, Imbens and Newey (2003) and Delgado, Dominguez and Lavergne (2006) study multiple ones.

**Example 3: Testing nonparametric restrictions.** In this context, \( \theta \) is infinite-dimensional. When testing for additivity, \( U(\theta) = Y - \sum_{l=1}^{q} m_l(X_l) \), where the unknown univariate functions \( m_l(\cdot) \) are properly normalized, see Gozalo and Linton (2001). When testing for a single-index model, \( U(\theta) = Y - m(X'\beta) \), for an unknown \( \beta \) and an unknown univariate function \( m(.) \), see Fan and Li (1996), Stute and Zhu (2005), and Xia and al. (2005). When testing for the significance of some regressors \( Z \) in a nonparametric regression on \( X = (X_1, Z) \), \( U(\theta) = Y - \mathbb{E}(Y|X_1) \), see Fan and Li (1996), Lavergne and Vuong (2000), Ait-Sahalia, Bickel and Stoker (2001), Delgado and Gonzalez-Manteiga (2001) and Lavergne (2001). Chen and Fan (1999) consider other types of nonparametric restrictions.

Another class of testing problems is closely related to our framework. Consider for instance testing for a parametric conditional distribution function. The null hypothesis is then

\[
H_0 : \mathbb{E} \left[ \mathbb{I}(Y \leq y) - F(y|X_1, \theta_0)|X \right] = 0 \quad \text{a.s. for all } y \in \mathcal{Y} \quad \text{for some } \theta_0 ,
\]

where \( F(\cdot|X, \theta) \) is a parametric conditional cumulative distribution function and \( \mathbb{I}(\cdot) \) denotes the indicator function, see Andrews (1997). Here, one faces a set of conditional moment restrictions indexed not only by (the random) \( X \), but also by (the non-random) \( y \). Such a pattern also appears in other instances such as testing for conditional independence, see Delgado and Gonzalez-Manteiga (2001). Though we do not pursue this issue, our approach could be extended to these more general hypotheses, for instance by
rewriting $H_0$ as depending on $X$ only through an integral over the domain of $y$, see Hall and Yatchew (2005).

### 2.2 The fundamental lemma

Our approach relies on the following lemma, which shows that for checking constancy of a conditional expectation, it is equivalent to consider expectations conditional on $X$ and expectations conditional on single linear indices of $X$.

**Lemma 2.1** Let $X \in \mathbb{R}^q$ and $Z \in \mathbb{R}^c$ be random vectors, with $\mathbb{E}\|Z_j\| < \infty$, $j = 1, \ldots, c$.

A) The following statements are equivalent:

(i) for any (non random) $\beta \in \mathbb{R}^q$ with $\|\beta\| = 1$,

$$\mathbb{E}(Z \mid X'\beta) = \mathbb{E}(Z) \text{ almost surely.}$$

(ii) $\mathbb{E}(Z \mid X) = \mathbb{E}(Z)$ almost surely.

B) If $X$ is bounded and $\mathbb{P}[\mathbb{E}(Z \mid X) = \mathbb{E}(Z)] < 1$, then the set

$$S = \{ \beta \in \mathbb{R}^q : \|\beta\| = 1, \mathbb{E}(Z \mid X'\beta) = \mathbb{E}(Z) \text{ almost surely } \}$$

is included in a finite union of circles and points on the sphere $\{ \beta \in \mathbb{R}^q : \|\beta\| = 1 \}$. In particular, $S$ has Lebesgue measure on the sphere equal to zero and it is not dense on the sphere.

**Proof.** A) That (ii) implies (i) is immediate. To prove that (i) implies (ii), it suffices to consider the case $c = 1$ and $\mathbb{E}(Z) = 0$. Note that for any $\beta \neq 0$, the $\sigma-$field generated by $X'\beta$ is the same as the $\sigma-$field generated by $X'\beta/\|\beta\|$. By Condition (2.1) and elementary properties of the conditional expectation, we obtain that for any $\beta$, including $\beta = 0$,

$$0 = \mathbb{E}[\exp\{iX'\beta\} \mathbb{E}(Z \mid X')] = \mathbb{E}[\exp\{iX'\beta\} \mathbb{E}(Z)] = \mathbb{E}[\exp\{iX'\beta\} \mathbb{E}(Z \mid X)],$$

where $i = \sqrt{-1}$. Write $Z = Z^+ - Z^-$ where $Z^+$ and $Z^-$ are the positive and negative parts of $Z$, and deduce that for any $\beta$, $\mathbb{E}[\exp\{iX'\beta\} \mathbb{E}(Z^+ \mid X)] = \mathbb{E}[\exp\{iX'\beta\} \mathbb{E}(Z^- \mid X)]$. As
distinct positive finite measures cannot have the same characteristic function, this implies that \( \mathbb{E}(Z^+ \mid X) = \mathbb{E}(Z^- \mid X) \) and hence \( \mathbb{E}(Z \mid X) = 0 \) almost surely.

B) Without loss of generality, take \( c = 1 \) and \( \mathbb{E}(Z) = 0 \). By Theorem 1 of Bierens and Ploberger (1997), the set \( A = \{ \beta \in \mathbb{R}^q : \mathbb{E}[\exp\{iX'\beta\}Z] = 0 \} \) has Lebesgue measure zero and is not dense in \( \mathbb{R}^q \). Since \( S \subset A \), the same conclusion holds for \( S \). A careful inspection of the proofs of Lemma 1 of Bierens (1990) and Theorems 1 and 2 in Bierens (1982) actually shows that when \( P[\mathbb{E}(Z \mid X) = 0] < 1 \),

\[
A \subset B = \{ A_1 \times \mathbb{R}^{q-1} \} \cup \{ \mathbb{R} \times A_2 \times \mathbb{R}^{q-2} \} \cup \ldots \cup \{ \mathbb{R}^{q-1} \times A_q \}
\]

where \( A_1, \ldots, A_q \subset \mathbb{R} \) contain only isolated points. The intersection of \( B \) with the set of vectors \( \|\beta\| = 1 \) is thus a finite union of circles and points. ■

Our lemma easily extends when \( X \) is replaced by any one-to-one transformation of \( X \), and thus assuming that \( X \) is bounded entails no loss of generality. Part B then ensures that when the conditional expectation \( \mathbb{E}(Z \mid X) \) is not constant, the search for a direction \( \beta \) such that \( \mathbb{E}(Z \mid X'\beta) \neq \mathbb{E}(Z) \) is not vain. Note further that our result still holds when \( X'\beta \) is replaced by \( g(X'\beta) \) where \( g(\cdot) \) is one-to-one. Our fundamental lemma readily yields a new formulation of the null hypothesis of interest.

**Corollary 2.2** Consider random vectors \( U(\theta) \in \mathbb{R}^c \) depending on a parameter \( \theta \in \Theta \), such that \( \mathbb{E}\|U_j(\theta)\| < \infty, j = 1, \ldots, c \), for all \( \theta \), and \( X \in \mathbb{R}^q \). Then for any function \( \omega(\cdot) \) such that for any \( \beta \), \( \omega(X'\beta) > 0 \) on the support of \( \mathbb{E}(U(\theta_0)\mid X'\beta) \), (1.1) is equivalent to

\[
\max_{\|\beta\|=1} \mathbb{E}[U'(\theta_0)\mathbb{E}(U(\theta_0)\mid X'\beta)\omega(X'\beta)] = 0 \quad \text{for some } \theta_0 \in \Theta. \tag{2.2}
\]

Lemma 2.1 is closely related to Theorem 1 of Bierens (1982), who showed that for bounded \( X \), \( \mathbb{E}[Z \mid X] = 0 \) is equivalent to \( \mathbb{E}[Z \exp\{iX'\beta\}] = 0 \) for all \( \beta \). Part A can also be found in Chen (1991). Stinchcombe and White extended Bierens’ result showing that \( \mathbb{E}[Z \mid X] = 0 \) is equivalent to

\[
\mathbb{E}[Z\phi(X'\beta)] = 0 \quad \text{for any } \beta,
\]

1
whenever \( \phi(\cdot) \) is analytic non polynomial. Our approach is closely related to theirs, but
different in a key aspect. Instead of working with a particular known \( \phi(\cdot) \) at the outset, we
choose for each \( \beta \) the function of \( X'\beta \) maximizing squared correlation with \( Z \). Intuitively,
this strategy should enable better detection of departures from the null hypothesis. It is
easily shown that the solution is \( \mathbb{E}(Z | X'\beta) \), so that our null hypothesis writes
\[
\mathbb{E} [Z \mathbb{E} (Z | X'\beta)] = 0 \quad \text{for any } \beta .
\]
Now, looking for the least favorable direction \( \beta \) for the null hypothesis yields (2.2) with
\( \omega(\cdot) \equiv 1 \). This is in the spirit of the well-known union-intersection principle in classical
multivariate analysis, cf. Roy (1953). A similar reasoning applies if one maximizes the
square of \( \mathbb{E} [Z\phi(X'\beta) \omega(X'\beta)] \) and \( \omega(\cdot) \) is not identically one.

2.3 A general dimension-reduction approach

In view of the previous corollary, our goal is to estimate the quantity in (2.2). Assume
we have at our disposal a consistent estimator \( \hat{\theta}_n \) of \( \theta_0 \) and denote by \( U_i(\theta) \) the data-
dependent vector function of \( \theta \) for observation \( i \). Let \( \hat{\gamma}_i(X_i'\beta, \theta) \) be a consistent estimator
of \( \mathbb{E} (U(\theta)|X_i'\beta) \omega(X_i'\beta) \) and
\[
Q_n(\theta, \beta) = \frac{1}{n} \sum_{i=1}^{n} U'_i(\theta) \hat{\gamma}_i(X_i'\beta; \theta) .
\]  
(2.3)

Under suitable conditions, \( Q_n(\hat{\theta}_n, \beta) \) should converge uniformly in \( \beta \) to
\[
Q(\theta, \beta) = \mathbb{E} [U'(\theta)\gamma(X'\beta; \theta)] = \mathbb{E} [U'(\theta)\mathbb{E} (U(\theta)|X'\beta) \omega(X'\beta)] .
\]

When \( H_0 \) does not hold, the maximum of \( Q_n(\hat{\theta}_n, \beta) \) over \( \beta \) stays away from zero almost
surely and a test based on it is consistent. Under \( H_0 \) however, \( Q_n(\hat{\theta}_n, \beta) \) converges to zero
for any \( \beta \). Hence, we introduce a penalized criterion and define
\[
\hat{\beta}_n = \arg \max_{\|\beta\|=1} \left\{ Q_n(\hat{\theta}_n, \beta) - \pi_n(\|\beta - \beta_0\|) \right\} .
\]

A normalized version of \( Q_n(\hat{\theta}_n, \hat{\beta}_n) \) is then taken as the test statistic.
The penalty \( \pi_n(\cdot) \) is a nonnegative function that equals zero only at zero. Provided it is large enough with respect to \( \max_{\|\beta\|=1} Q_n(\hat{\theta}_n, \beta) \), it forces the maximum to be attained at \( \beta_0 \) under \( H_0 \). The critical value will then be the one of the test based on \( Q_n(\hat{\theta}_n, \beta_0) \). Here \( \beta_0 \) is a fixed vector representing the favorite alternative of the practitioner. When \( H_0 \) does not hold, the penalty should not perturb the behavior of the maximum, hence \( \pi_n(t) \) should decrease towards zero fast enough for all \( t \) as \( n \) grows. The penalized criterion will thus select a direction different from \( \beta_0 \) only when this direction gives more power to the test. As will become apparent in the next section, the choice of the penalty is crucial to control the level of the test and to ensure high power. By contrast, the choice of \( \beta_0 \) is theoretically irrelevant for consistency of the test. Though, the test should have greater power when \( E[U(\theta_0)|X'\beta_0] \) is different from zero, and in practice the choice of \( \beta_0 \) may have some influence. We view this small sample phenomenon more as an advantage than as a drawback, since it introduces some flexibility. For instance, when testing for a linear regression model, if one suspect possible nonlinearities in, say, the first component of \( X \), this is easily accounted for in the procedure. Alternatively, one may want to use, say, the least-squares estimator itself in the preferred index, in the spirit of Ramsey (1969).

Our penalized criterion yields two main properties. First, it allows to obtain a pivotal distribution under \( H_0 \). This is of foremost interest in practice. In small and moderate samples, bootstrapping techniques are asymptotically valid, as we will show below. In large samples, one can avoid costly numerical simulations by using asymptotic critical values. Second, the test we obtain is always as powerful as the test based on the favorite direction \( \beta_0 \). Indeed, as \( \pi(0) = 0 \),

\[
Q_n(\hat{\theta}_n, \hat{\beta}_n) \geq \max_{\|\beta\|=1} \left\{ Q_n(\hat{\theta}_n, \beta) - \pi_n(\|\beta - \beta_0\|) \right\} \geq Q_n(\hat{\theta}_n, \beta_0).
\]

Since the critical value of our test is the one of the test based on \( Q_n(\hat{\theta}_n, \beta_0) \), we obtain a test that is consistent against nonparametric alternatives and at the same time is always more powerful than a test tailored for alternatives of the form \( \varphi(X'\beta_0) \).

An alternative way to proceed would be to base a test on \( \max_{\|\beta\|=1} Q_n(\hat{\theta}_n, \beta) \). The trouble here is that any \( \beta \) is solution of (2.2), and thus the maximizer is not identified.
in the limit problem, though the objective function itself might be well-behaved, as in
the case of set identification studied by Chernozhukov, Hong and Tamer (2004). This is
however unclear in our case, as $Q_n(\hat{\theta}_n, \beta)$ is not a smooth process with respect to $\beta$. Even
if this technical difficulty were overcome, the resulting test would have higher critical
values than our test, and its power would be affected.

3 Testing for a parametric regression

3.1 The test

Let $(Y, X')'$ be a random vector in $\mathbb{R}^{1+q}$. We consider the $q$-variate regression $m(X) =
\mathbb{E}(Y|X)$ and continuous $X$, as discrete regressors do not strictly speaking yield a “curse of
dimensionality.” Let the parametric regression model be \{\mu(\cdot; \theta) : \theta \in \Theta\} with $\Theta \subset \mathbb{R}^d$.
The model is correctly specified iff $H_0$ as defined in (1.1) holds with
$U(\theta) = Y - \mu(X; \theta)$. We apply our general approach to this testing problem using kernel estimators. To avoid
handling denominators close to zero, we set the weight function $\omega (\cdot)$ in (2.2) equal to the
density of $X'\beta$, denoted by $f_\beta (\cdot)$, which is assumed to exist for any $\beta$. Let

$$Q(\theta, \beta) = \mathbb{E}\{U(\theta)\mathbb{E}[U(\theta) | X'\beta]f_\beta (X'\beta)\} = \mathbb{E}\{\mathbb{E}^2[U(\theta) | X'\beta]f_\beta (X'\beta)\}.$$ 

By Corollary 2.2, the regression model is correctly specified iff $\max_{\|\beta\|=1} Q(\theta_0, \beta) = 0$. Let $(Y_i, X_i')$, $i = 1, \ldots, n$ be a random sample from the distribution of $(Y, X')'$. The
parameter $\theta_0$ can be estimated in a variety of ways. For instance, $\hat{\theta}_n$ can be the nonlinear
least-squares (NLLS) estimator of $\theta$ solving

$$\hat{\theta}_n = \arg \min_{\theta \in \Theta} \sum_{i=1}^{n} (Y_i - \mu(X_i; \theta))^2,$$  \hspace{1cm} (3.1)

with an appropriate convention in case of ties. In view of Equation (2.3), define the estimator of $Q(\theta, \beta)$ as

$$Q_n(\theta, \beta) = \frac{1}{n(n-1)} \sum_{j \neq i} U_i(\theta) U_j(\theta) \frac{1}{h} K_h ((X_i - X_j)'\beta).$$
where \( U_i(\theta) = Y_i - \mu(X_i; \theta) \) and \( K_h(\cdot) = K(\cdot/h) \), where \( K(\cdot) \) is a kernel and \( h \) a bandwidth. For a fixed \( \beta \), the estimator \( Q_n(\hat{\theta}_n, \beta) \) is the statistic studied by Li and Wang (1998) and Zheng (1996) applied to the index \( X'\beta \), and has an asymptotic centered normal distribution with rate \( nh^{1/2} \) under \( H_0 \).

Zhu and Li (1998) first proposed to use the maximum over \( \beta \) of a statistic close to \( Q_n(\hat{\theta}_n, \beta) \) for checking a linear regression model. However, their test is based on the maximum plus a term of the form \( (1/n) \sum_{i=1}^{n} U_i(\hat{\theta}_n, \phi(\|X_i\|)) \), where \( \phi(\cdot) \) is the standard normal univariate density (or any other known function). Hence, they combine a consistent test based on nonparametric methods with an inconsistent M-type test, so that the asymptotic behavior under \( H_0 \) is completely driven by the M-test statistic. Instead, we apply our penalization method and we choose \( \beta \) as

\[
\hat{\beta}_n = \arg \max_{\|\beta\|=1} \left\{ \frac{nh^{1/2}Q_n(\hat{\theta}_n, \beta) - \alpha_n \mathbb{I}[\beta \neq \beta_0]}{\hat{v}_n(\beta)} \right\},
\]

where \( \beta_0 \) is user-chosen and \( \alpha_n, n \geq 1 \), is a sequence of positive real numbers decreasing to zero at an appropriate rate. Note that, with respect to Section 2.3, we have introduced the rate of convergence of \( Q_n(\theta, \beta) \) in our criterion, as it yields more transparent results. Our choice for the penalty function corresponds to the one of Bierens (1990) and is made for simplicity. We will prove that \( \hat{\beta}_n = \beta_0 \) with probability tending to 1 under \( H_0 \). Since \( Q_n(\hat{\theta}_n, \hat{\beta}_n) \) behaves like \( Q_n(\hat{\theta}_n, \beta_0) \), a test is easily constructed. With at hand a consistent estimator \( \hat{v}_n^2(\beta) \) of the variance of \( nh^{1/2}Q_n(\hat{\theta}_n, \beta) \), let

\[
T_n = nh^{1/2} \frac{Q_n(\hat{\theta}_n, \hat{\beta}_n)}{\hat{v}_n(\beta_0)}.
\]

An asymptotic \( \alpha \)-level test is given by \( \mathbb{I}(T_n \geq z_\alpha) \), where \( z_\alpha \) is the \( (1-\alpha) \)-th quantile of the standard normal distribution. Moreover, as both \( \hat{v}_n^2(\hat{\beta}_n) \) and \( \hat{v}_n^2(\beta_0) \) estimate the variance of \( Q_n(\hat{\theta}_n, \hat{\beta}_n) \) under \( H_0 \), we can also consider \( \mathbb{I}(T_n' \geq z_\alpha) \), where

\[
T_n' = nh^{1/2} \frac{Q_n(\hat{\theta}_n, \hat{\beta}_n)}{\min(\hat{v}_n(\beta_0), \hat{v}_n(\hat{\beta}_n))}.
\]

The purpose of taking the minimum of the two variance estimators is to improve the small sample power of our test.
3.2 Assumptions

We consider the following assumptions on the data-generating process.

**Assumption D** (a) The random vectors \((\varepsilon_1, X_1'), \ldots, (\varepsilon_n, X_n')\) are independent copies of the random vector \((\varepsilon, X)' \in \mathbb{R}^{1+q}\) with \(E(\varepsilon \mid X) = 0\) and \(|E|\varepsilon|^{11} < \infty\).

(b) Let \(\sigma^2(x) = E(\varepsilon^2 \mid X = x)\). There exist constants \(\sigma^2\) and \(\bar{\sigma}^2\) such that for any \(x\)
\[0 < \sigma^2 \leq \sigma^2(x) \leq \bar{\sigma}^2 < \infty.\]

(c) For any \(\beta\) of norm one, \(X'\beta\) admits a density \(f_\beta(\cdot)\) that is bounded uniformly in \(\beta\).

Next, we introduce assumptions on the regression model. For any matrix \(A\) of generic element \(a_{kl}\), let \(\|A\|\) denote the matrix norm \(\left[\sum_{kl} a_{kl}^2\right]^{1/2}\).

**Assumption M** (a) Let \(\Theta \subset \mathbb{R}^d\) be a compact set. For any \(\theta_1, \theta_2 \in \Theta\),
\[\mu(\cdot; \theta_1) - \mu(\cdot; \theta_2) = (\theta_1 - \theta_2)' \hat{\mu}(\cdot; \theta_2) + (\theta_1 - \theta_2)' \hat{\mu}(\cdot; \theta_1, \theta_2)(\theta_1 - \theta_2),\]
where (i) \(\hat{\mu}(\cdot; \theta)\) is such that \(\sup_{\theta \in \Theta} \|\hat{\mu}(X; \theta)\| \leq \Phi_1(X)\) with \(E[\Phi_1^2(X)] < \infty\);
(ii) \(\hat{\mu}(\cdot; \theta_1, \theta_2)\) is such that \(\sup_{\theta_1, \theta_2 \in \Theta} \|\hat{\mu}(X; \theta_1, \theta_2)\| \leq \Phi_2(X)\) with \(E[\Phi_2^2(X)] < \infty\); and
(iii) \(\forall \varepsilon > 0\), there is a \(\eta > 0\) such that \(E[\sup_{\|\theta_1 - \theta_2\| \leq \eta} \|\hat{\mu}(X; \theta_1, \theta_2) - \hat{\mu}(X; \theta_2, \theta_2)\|] < \varepsilon.\)

(b) (Identification condition) There exists a real valued function \(\Phi_3(\cdot)\) that is not almost surely zero such that for any \(\theta \in \Theta\) and \(X\), \(|\mu(X; \theta) - \mu(X; \theta_0)| \geq \Phi_3(X) \|\theta - \theta_0\|\).

A large range of parametric models satisfies Assumption M. Together with our assumptions on the design, it ensures the \(\sqrt{n}\)-consistency of the NLLS estimator (3.1) as stated in Lemma 6.1. We make the following assumptions on the kernel and bandwidth.

**Assumption K** (a) The kernel \(K(\cdot)\) is a bounded symmetric density of bounded variation. (b) \(h \to 0\) and \((nh^2)^\alpha / \ln n \to \infty\) for some \(\alpha \in (0, 1)\).

Last, we need some assumptions to estimate the asymptotic variance of \(nh^{1/2}Q_n(\hat{\theta}_n, \beta)\), which writes, conditionally upon the \(X_i\),
\[v_n^2(\beta) = \frac{2}{n(n - 1)} \sum_{j \neq i} \sigma^2(X_i) \sigma^2(X_j) h^{-1} K_h^2((X_i - X_j)'\beta).\]
In general, the conditional variance $\sigma^2(\cdot)$ is unknown. However, with at hand a nonparametric estimator of the conditional variance such that

$$\sup_{1 \leq i \leq n} \left| \frac{\hat{\sigma}^2(X_i)}{\sigma^2(X_i)} - 1 \right| = o_p(1), \quad (3.3)$$

$v_n^2(\beta)$ can be consistently estimated by

$$\hat{v}_n^2(\beta) = \frac{2}{n(n-1)} \sum_{j \neq i} \hat{\sigma}^2(X_i)\hat{\sigma}^2(X_j)h^{-1}K_h^2((X_i - X_j)'\beta).$$

For instance, one can consider

$$\hat{\sigma}^2(x) = \frac{\sum_{i=1}^n Y_i^2 \mathbb{I}\{\|x - X_i\| \leq b\}}{\sum_{i=1}^n \mathbb{I}\{\|x - X_i\| \leq b\}} - \left( \frac{\sum_{i=1}^n Y_i \mathbb{I}\{\|x - X_i\| \leq b\}}{\sum_{i=1}^n \mathbb{I}\{\|x - X_i\| \leq b\}} \right)^2,$$

where $b$ is a bandwidth parameter chosen independently of $h$. Guerre and Lavergne (2005) provide some primitive conditions for (3.3). Then it is straightforward to show that $\hat{v}_n^2(\beta)/v_n^2(\beta) = 1 + o_p(1)$ for any $\beta$. Given our focus, we shall proceed under (3.3).

### 3.3 Behavior under the null hypothesis

Our first task is to study the behavior of the process $Q_n(\hat{\theta}_n, \beta)$ as indexed by $\beta$ under $H_0$. It has the following decomposition

$$Q_n(\hat{\theta}_n, \beta) = Q_{0n}(\beta) - 2Q_{1n}(\hat{\theta}_n, \beta) + Q_{2n}(\hat{\theta}_n, \beta) = \frac{1}{n(n-1)} \sum_{j \neq i} \varepsilon_i \varepsilon_j \frac{1}{h}K_h((X_i - X_j)'\beta)$$

$$- \frac{2}{n(n-1)} \sum_{j \neq i} \varepsilon_i \left\{ \mu(X_j; \hat{\theta}_n) - \mu(X_j; \theta_0) \right\} \frac{1}{h}K_h((X_i - X_j)'\beta)$$

$$+ \frac{1}{n(n-1)} \sum_{j \neq i} \left\{ \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right\} \left\{ \mu(X_j; \hat{\theta}_n) - \mu(X_j; \theta_0) \right\} \frac{1}{h}K_h((X_i - X_j)'\beta).$$

**Lemma 3.1** Let Assumptions $D$ and $K$ hold. Then

(i) $\sup_{\|\beta\|=1} |Q_{0n}(\beta)| = O_p(n^{-1/2} \ln n)$ under $H_0$.

(ii) Under Assumption $M$, $\sup_{\|\beta\|=1} |2Q_{1n}(\hat{\theta}_n, \beta) - 2Q_{2n}(\hat{\theta}_n, \beta)| = o_p(n^{-1/2})$ if $\|\hat{\theta}_n - \theta_0\| = O_p(n^{-1/2})$. 
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The proof is given in Section 6. We now describe the behavior of $\hat{\beta}_n$ under $H_0$.

**Lemma 3.2** Let Assumptions D, M, and K hold. Consider a positive sequence $\alpha_n$ such that $\alpha_n/\ln n \to \infty$. Under $H_0$, $P(\hat{\beta}_n = \beta_0) \to 1$.

**Proof.** By definition, for all $n \geq 1$, $nh^{1/2}Q_n(\hat{\theta}_n, \beta_0) \leq nh^{1/2}Q_n(\hat{\theta}_n, \hat{\beta}_n) - \alpha_n I(\hat{\beta}_n \neq \beta_0)$. This implies that $0 \leq I(\hat{\beta}_n \neq \beta_0) \leq nh^{1/2}\alpha_n^{-1}\left\{Q_n(\hat{\theta}_n, \hat{\beta}_n) - Q_n(\hat{\theta}_n, \beta_0)\right\}$. From Lemma 6.1, $\|\hat{\theta}_n - \theta_0\| = O_p(n^{-1/2})$ under $H_0$ and then from Lemma 3.1, $Q_n(\hat{\theta}_n, \beta_0) - Q_n(\hat{\theta}_n, \beta_0) = O_p(n^{-1}h^{-1/2} \ln n)$. Then $\alpha_n / \ln n \to \infty$ yields $I(\hat{\beta}_n \neq \beta_0) = o_p(1)$. Use the boundedness of $I(\cdot)$ to conclude that $P(\hat{\beta}_n \neq \beta_0) = E \left[I(\hat{\beta}_n \neq \beta_0)\right] \to 0.$

The asymptotic behavior of our tests under the null hypothesis can now be stated.

**Theorem 3.3** Under Assumptions D, M, K, and (3.3), if $\alpha_n/\ln n \to \infty$, then the tests based on $T_n$ or $T'_n$ have asymptotic level $\alpha$ given the design.

**Proof.** From Lemma 3.2, $P\left[Q_n(\hat{\theta}_n, \hat{\beta}_n) = Q_n(\hat{\theta}_n, \beta_0)\right]$ and $P\left[\hat{\mu}_n^2(\hat{\beta}_n) = \hat{\mu}_n^2(\beta_0)\right]$ both converge to one. By Condition (3.3), $\hat{\mu}_n^2(\beta_0) = \mu_n^2(\beta_0)(1 + o_p(1))$. From Lemmas 6.1 and 3.1, $nh^{1/2}Q_n(\hat{\theta}_n, \beta_0) = nh^{1/2}Q_{0n}(\beta_0) + o_p(1).$ From Lemma 2-(i) by Guerre and Lavergne (2005), $nh^{1/2}Q_{0n}(\beta_0)/\mu_n(\beta_0)$ converges to a standard normal conditionally upon the $X_i$ if $\frac{\text{Sp}(W_{\beta_0})}{\|W_{\beta_0}\|} \overset{p}{\to} 0,$ where $W_{\beta_0} = [I(i \neq j)K_h((X_i - X_j)/\beta_0)/(h\ln(n-1)), i, j = 1, \ldots, n]$ and $\text{Sp}(W_{\beta})$ is the spectral radius of the matrix $W_{\beta}$. Lemma 6.2 allows to conclude. Lemma 3.1 is the theoretical key that drives our results. The quantity $Q_{0n}(\beta)$ is in probability of order $(nh^{1/2})^{-1}$ for any $\beta$, however the supremum over $\beta$ is not regular enough to be shown of the same order, at least from the results we use here. It is an open question whether the process $Q_{0n}(\beta)/\mu_n(\beta)$ has a more regular behavior. The study of $Q_{1n}(\hat{\theta}_n, \beta)$ raises a similar problem. Namely, for fixed $\beta$, standard empirical processes methods show that $Q_{1n}(\hat{\theta}_n, \beta) = O_p(n^{-1})$, see e.g. Guerre and Lavergne (2005), but the same does not seem to hold uniformly over $\beta$. All the trouble here comes from that any $\beta$ is solution of (2.2). As will be seen shortly, the study under the alternative is simpler.
3.4 Consistency

A simple inequality is at the heart of the consistency of our test. Indeed, we have

\[ T'_n \geq T_n = \frac{nh^{1/2}Q_n(\hat{\theta}_n, \beta_n)}{v_n(\beta_0)} \]

\[ = \frac{1}{v_n(\beta_0)} \left[ \max_{\|\beta\|=1} \left\{ nh^{1/2}Q_n(\hat{\theta}_n, \beta) - \alpha_n\mathbb{I}(\beta \neq \beta_0) \right\} + \alpha_n\mathbb{I}(\hat{\beta}_n \neq \beta_0) \right] \]

\[ \geq \frac{1}{v_n(\beta_0)} \left[ \max_{\|\beta\|=1} nh^{1/2}Q_n(\hat{\theta}_n, \beta) - \alpha_n \right] \]

\[ \geq \frac{nh^{1/2}Q_n(\hat{\theta}_n, \beta) - \alpha_n}{v_n(\beta_0)(1 + o_P(1))} \text{ for any } \beta . \quad (3.4) \]

Hence, the test based on \( T_n \) (or \( T'_n \)) is consistent if the last minorant stays away from zero with probability tending to one for some \( \beta \). It is easily seen that when the parametric model is misspecified, our test is consistent under the assumptions of Theorem 3.3 provided \( \hat{\theta}_n \) converges to some pseudo-true value \( \theta^* \). Indeed, there exists at least one \( \beta \) for which \( Q(\theta^*, \beta) > 0 \). We also note as a particular feature of our penalization approach that our test has better power than the test based on the favored direction \( \beta_0 \). This follows since

\[ T'_n \geq T_n \geq \frac{nh^{1/2}Q_n(\hat{\theta}_n, \beta_0)}{v_n(\beta_0)}, \]

and all these statistics have the same limiting distribution under \( H_0 \).

3.4.1 Behavior against nonparametric directional alternatives

Let us now investigate the ability of our test to detect nonparametric directional departures from the null hypothesis. Consider a real-valued function \( \delta(X) \) such that

\[ \mathbb{E}[\delta(X)\mu(X; \theta_0)] = 0 \quad \text{and} \quad 0 < \mathbb{E}[\delta^4(X)] < \infty , \quad (3.5) \]

and the sequence of alternatives defined as

\[ H_{1n} : m_n(X) = \mu(X; \theta_0) + r_n\delta(X), \quad n \geq 1 . \quad (3.6) \]

Note that there is no smoothness restriction on the function \( \delta(\cdot) \) as is frequent in this kind of analysis, see e.g. Zheng (1996). Under \( H_{1n} \), \( \hat{\theta}_n - \theta_0 = O_P(n^{-1/2}) \) as shown by Lemma
6.1 in Section 6. We show below that such directional alternatives can be detected as soon as \( r_n^2 n h^{1/2}/\alpha_n \) tends to infinity. The conditions of Theorem 3.2 yield that \( \alpha_n \) is of the form \( a_n \ln n \) with \( a_n \) diverging to infinity at an arbitrary slow rate. Hence to obtain consistency against (3.6), we should have \( r_n^2 n h^{1/2}/(a_n \ln n) \to \infty \), where \( h \) applies to the univariate variable defined by a single linear index in \( X \). By comparison, when one uses a standard multidimensional smooth test, \( r_n^2 n h^{d/2} \to \infty \) is needed for consistency. In other words, from the theoretical point of view, our test does not suffer from the curse of dimensionality against directional alternatives, that is, whatever the number of regressors, the power remains close to the power obtained in the unidimensional case. The proof of the following result is deferred to Section 6.

**Theorem 3.4** Under Assumptions D, M, K, and (3.3), if \( r_n^2 n h^{1/2}/\alpha_n \to \infty \), the tests based on \( T_n \) and \( T'_n \) are consistent given the design against the sequence of alternatives \( H_{1n} \) with \( \delta(X) \) satisfying (3.5).

### 3.4.2 Behavior against classes of low-dimensional alternatives

For nonparametric multidimensional tests, Guerre and Lavergne (2002) showed that a suitable choice of the smoothing parameter yields an optimal test against nonparametric alternatives of known smoothness \( s \). Specifically, the smoothing parameter \( h \) should balance the bias in estimating the \( L^2 \)-norm of the regression function, which is of order \( h^{2s} \), with the variance of the basic statistic given by \( nh^{d/2} \). Unfortunately, such an optimal test will have the same power properties against classes of low-dimensional alternatives. Here we show that our tests are almost optimal against classes of one-dimensional alternatives.

Define a class of regular functions as follows. For any real \( s \), let \([s]\) be the lower integer part of \( s \), i.e. \([s] < s \leq [s] + 1\). Define the Hölder class \( C(L, s) \) as

\[
C(L, s) = \{m(\cdot); |m(x) - m(y)| \leq L|x - y|^s \text{ for all } x, y \} \text{ for } s \in (0, 1),
\]

\[
C(L, s) = \{m(\cdot); \text{ the } [s]\text{-th derivative of } m(\cdot) \text{ are in } C(L, s - [s]) \} \text{ for } s > 1.
\]

Consider a sequence of functions \( \delta_n(X'\beta) \) of a single-index such that

\[
\forall n, \quad \mathbb{E}[\delta_n(X'\beta)\mu(X; \theta_0)] = 0 \quad \text{and} \quad 0 < \mathbb{E}[\delta_n^4(X'\beta)] < C < \infty, \quad (3.7)
\]
and the sequence of alternatives defined as

\[ H'_{1n} : m_n(X) = \mu(X; \theta_0) + \delta_n(X'\beta), \quad n \geq 1. \tag{3.8} \]

For such classes of alternatives, a specific inference problem arises. Indeed, as a high-dimensional design is projected onto a lower dimension space, the density of the low dimension vector decreases to zero at the endpoints of its support, even when the original design density is bounded away from zero. This issue has been investigated for nonparametric curve estimation by Hall et al. (1997). In nonparametric testing, it is hard, and often impossible, to detect any alternative that concentrates in a low density area, see Proposition 2 in Guerre and Lavergne (2002). This explains why the latter, as well as Horowitz and Spokoiny (2001), assume a design whose density is bounded away from zero.

In our setting, such an assumption is clearly irrelevant, and explains the new assumption that follows as well as our Condition (3.10).

**Assumption N**

(a) \( X \) is bounded.

(b) For any \( \beta \) (i) there exist constants \( C > 0 \) and \( a > 0 \) such that \( |f_\beta(t) - f_\beta(t')| \leq C|t - t'|^a \) for any \( t, t' \) and (ii) there exist a constant \( c_0 > 0 \) and an integer \( k_0 \) such that for each \( \beta \) and \( 0 < c \leq c_0 \) the set \( A_\beta,c = \{ u : f_\beta(u) \geq c \} \) is a union of at most \( k_0 \) intervals on the real line.

(c) \( K(\cdot) \) has a nonnegative Fourier transform.

We are now ready to state our next result, whose proof is deferred to Section 6.

**Theorem 3.5** Let \( a_n \to 0 \) and consider the class of alternatives (3.8) with unknown \( \theta_0 \) and \( \beta, \delta_n(\cdot) \in C(L, s) \) for some \( s > 3/4 \) and \( L > 0 \), \( \mathbb{E}\delta_n^2 = o(1) \),

\[
\left[ n^{-1} \sum_{i=1}^{n} \delta_n^2(X_i'\beta) \right]^{1/2} \geq \kappa_n(1 + o_P(1)) \left( \frac{\alpha_n}{n} \right)^{\frac{2s}{4s+1}}, \tag{3.9}
\]

and \( n^{-1} \sum_{i=1}^{n} \delta_n^2(X_i'\beta) \mathbb{1}(X_i'\beta \notin A_{\beta, a_n}) = o_P(a_n) \left[ n^{-1} \sum_{i=1}^{n} \delta_n^2(X_i'\beta) \right]. \tag{3.10} \)
Under Assumptions D, M, K, N, and (3.3), if $h$ of order $(\alpha_n/n)^{1/4}$, $a_n\sqrt{nh} \to \infty$ and $a_nh^{-a} \to \infty$, the tests based on $T_n$ and $T'_n$ are consistent given the design whenever $\kappa^2_n a_n$ diverges.

To justify Condition (3.10), note that outside $A_{\beta,a_n}$ the density is $O(a_n)$ by definition, and the volume of the complement of $A_{\beta,a_n}$ is typically an $o(1)$ when the density of $X$ is bounded away from zero: when the domain of $X$ is an ellipsoid, it is an $O(a_n^{2/(q-1)})$, while when the domain of $X$ is rectangular, it is an $O(a_n^{1/(q-1)})$ when $\beta$ is not parallel to a side of the domain, see Hall et al. (1997). What our condition excludes is thus alternatives that concentrate on low density areas. Aside this technicality, the rate obtained in Theorem 3.5 is almost optimal, and differs from the optimal rate only because $\alpha_n$ enters in its formula. This is a low price to pay that is independent of the dimension of $X$. Note that we have to impose $s > 3/4$ because of our Assumption K-(b).

If we pursued further the investigation of our test against low-dimensional alternatives, we could show using similar arguments that our test is not optimal against $m$-dimensional alternatives, but can be more powerful than a multidimensional test. Specifically the rate would be close to $n^{-(2s+1-m)/(4s+1)}$. This can be better than the usual rate for a multidimensional test, that is $n^{-2s/(4s+p)}$. For instance, for $s = 2$, our test is more powerful against classes of double-indices alternatives whenever $p > 4$.

4 Practical implementation

4.1 Bootstrap critical values

The wild bootstrap, initially proposed by Wu (1986), is often used in smooth tests to compute small sample critical values, see e.g. Härdle and Mammen (1993). Here we use a generalization of this method, the smooth conditional moments bootstrap introduced by Gozalo (1997). It consists in drawing $n$ i.i.d. random variables $\omega_i$ independent from the original sample with $E\omega_i = 0$, $E\omega_i^2 = 1$, and $E\omega_i^4 < \infty$, and to generate bootstrap observations of $Y_i$ as $Y_i^* = \mu(X_i, \hat{\theta}_n) + \hat{\sigma}(X_i)\omega_i$, $i = 1, \ldots n$. A bootstrap test statistic is
built from the bootstrap sample as was the original test statistic. When this scheme is repeated many times, the bootstrap critical value $z_{\alpha,n}^*$ at level $\alpha$ is the empirical $(1 - \alpha)$-th quantile of the bootstrapped test statistic. This critical value is then compared to the initial test statistic. The validity of this procedure follows easily from our previous results and the proof is thus omitted.

**Theorem 4.1** Under the assumptions of Theorem 3.3, the bootstrap critical values yield a test based on $T_n$ or $T'_n$ with asymptotic level $\alpha$ given the design.

### 4.2 Practical choices in the procedure

Different choices should be made in implementing the procedure. For the construction of our basic statistics $Q_n(\hat{\theta}_n, \beta)$, choices of a kernel and a bandwidth are required. As usual, the kernel is not expected to have much influence. The bandwidth choice in contrast is important. A data-driven choice of the bandwidth in the spirit of Guerre and Lavergne (2005) should be investigated further, but this is outside the scope of our paper. However, one striking result of our simulation study reported below is that our test is little sensitive to the bandwidth. We should also comment here on the fact that the same bandwidth is used for all directions. As commented on in Section 2, our fundamental lemma also applies to a one-to-one transformation of the $X$. For instance, one can transform $X$ so that its covariance matrix is identity or its support is $(0, 1)^p$. Alternatively, one can map all the linear indices $X'\beta$ through a bijective function into, say, $(0, 1)$.

To compute our test statistic, we have to maximize our penalized criterion. In practice, this can be done on a fine enough grid on the hypersphere. Lemma 2.1-B ensures that under the alternative any direction yields a consistent test, but a set of measure zero when $X$ is bounded, which is not restrictive as already noted. The specific choices for our procedure are $\beta_0$ and $\alpha_n$. As explained before, $\beta_0$ corresponds to a favored alternative to be determined in each particular case depending on a priori information. We investigate in the next section how its choice can affect the small sample performances of our test. The choice of $\alpha_n$ is more crucial and reflects the weight given to the favored alternative.
In view of our results, $\alpha_n$ should be of an order slightly higher than $nh^{1/2}Q_n(\hat{\theta}_n, \beta_0)$ times $\ln n$ under the null hypothesis. In practice, one can simulate this statistic to obtain an estimate of its standard deviation and inflate it by some small factor. This device was implemented in our simulation study and appeared to work well.

4.3 Simulation study

Our focus was first to compare the small sample power of our test to the multivariate test of Zheng (1996) and Li and Wang (1998) and second to determine the sensitivity of our test to the penalty $\alpha_n$, the direction defined by $\beta_0$ and the smoothing parameter $h$. For the sake of simplicity, we considered the null hypothesis

$$H_0 : \mathbb{E}(Y|X) = 0.$$ 

We generated samples of 50 observations from independent uniformly distributed variables $X_1, X_2, X_3$. The support of each variable was chosen as $[-\sqrt{3}, \sqrt{3}]$ to get unit variance. We sampled errors from a standard normal distribution and constructed the response variable as

$$Y_i = \frac{d}{5}\left\{ \cosh\left( \frac{X_{1i}+2X_{2i}+3X_{3i}}{\sqrt{3}} - e \right) \right\} + \varepsilon_i$$

$i = 1, \ldots, 50$

with $e$ a centering constant equal to $\sinh(1)\sinh(2)\sinh(3)/6$.

We considered (i) Zheng’s test when the index $(X_1+2X_2+3X_3)/\sqrt{14}$ is considered as the only regressor; (ii) Zheng’s test when all three regressors are taken into account; (iii) our test based on $T_n'$ (results for $T_n$ differed little and are not reported). To speed up computations, we assumed that the errors’ variance was known for all the tests. The optimization was carried out on a grid of 5000 points sampled from the uniform distribution on the three-dimensional hypersphere of unit radius. From 5000 samples generated under the null hypothesis, i.e. with $d = 0$, we computed the tests statistics and obtained small sample critical values that allows to calibrate the level of the different tests at 5%. This is equivalent to bootstrapping since no parameter is estimated under $H_0$. We then drew
the power curves of the different tests based on 2000 samples for each point of the grid \( d = 0.1, 0.2, \ldots, 0.7 \). To compute the test statistics, we used a biweight kernel with support \([-1, 1]\) and we selected the bandwidth as \( h = bn^{-2/(8+q)} \), with \( q = 3 \) in Case (ii) and \( q = 1 \) in the other cases, and \( b \) varies in \( \{0.5, 1, 1.5, \ldots, 4\} \). To set \( \alpha_n \), we computed \( v_0 \), the mean of \( v_n(\beta_0) \), which was found to vary little with \( \beta_0 \). We then chose \( \alpha_n = av_0n^{-1}h^{-1/2} \), with \( v_0 = 0.65 \) in our case, and we let \( a \) vary. Specifically, since \( \ln(50) \approx 1.70 \), we chose \( a = 2, 7 \) and 10. Such a wide variation allows to study the sensitivity of our test to \( \alpha_n \), and should not be viewed as a recommendation.

We first set \( \beta_0 \) to \((1, 1, 1)/\sqrt{3}\), a natural choice if one does not favor any regressor at the outset. Figure 1 compares the power curves of Zheng’s tests and of our test for the different values of \( \alpha \) and the bandwidth constant \( b \) is set to one. The first striking fact is the large loss in power for Zheng’s test when going from dimension one to three. In practice however, the test based on the unknown single linear index is infeasible. The second striking fact is that our test largely outperforms Zheng’s test in dimension 3. The curve power of our dimension-reduction test is very close to the one of the infeasible test for \( a = 2 \) and goes away from it as \( \alpha_n \) increases, as expected. Still the gain in power with respect to Zheng’s test is large for \( a = 10 \).

We then considered two polar cases. In Figure 2, \( \beta_0 \) was chosen as the true unknown index. In that case, the power curves of the infeasible test and of our test are very similar whatever the value of \( \alpha_n \). This confirms our theoretical finding that our test is as powerful as the test based on the index \( X'\beta_0 \). Figure 3 depicts the less perfect case where \( \beta_0 \) is set to \((0, 1, 0)\), that is we “favor” alternatives depending upon \( X_2 \) only. When \( \alpha_n \) is small, our test performs well, but its power decreases when \( \alpha_n \) increases. For the largest considered penalty, our test is beaten by Zheng’s test for small alternatives, as expected, but the reverse holds for larger alternatives.

In Figure 4 we drew the power of the tests as a function of the bandwidth constant \( b \) for \( d = 0.4 \) to illustrate that our main findings were very little dependent of the chosen smoothing parameter. For a small bandwidth, our test can even outperform the infeasible test. Moreover, the power of our test is very stable while the performances of Zheng’s
test is much more variable in either dimension.

In a second set of simulations, the true regression depended on two linear indices, and we generated samples as

\[ Y_i = \frac{3}{10} d \left\{ \cosh \left( \frac{3X_{1i} + X_{2i}}{\sqrt{3}} \right) + \cosh \left( \frac{X_{2i} + 3X_{3i}}{\sqrt{3}} \right) - e \right\} + \varepsilon_i \quad i = 1, \ldots, 50 \]

with \( e \) a centering constant equal to \( 2 \sinh(1) \sinh(3)/3 \). This setup was chosen to evaluate the behavior of our test against an alternative of intermediate dimension, and we considered as a benchmark Zheng’s test based on the two linear indices entering the regression function. Given our previous findings, we discarded the value \( a = 10 \) as giving too much weight to the favored direction. Other features of the experiments were unchanged, Figures 5 to 8 summarize findings for different values for \( \alpha_n, \beta_0 \) and \( h \). Compared to our first set of experiments, the benchmark test has power close to Zheng’s test in dimension 3 and our test has equal or better performances than the benchmark test for different values of \( \beta_0, \alpha_n, \) and \( h \).

5 Conclusion

We have proposed a general approach to testing conditional moment restrictions in high dimension. Lemma 2.1 is the key to our approach. It shows that for testing \( \mathbb{E}(Z|X) = 0 \), it is sufficient to test whether \( \mathbb{E}(Z\mathbb{E}(Z|X')\beta) = 0 \) for all \( \beta \) of norm 1. In practice, an index is selected by maximizing an estimator of the previous quantity minus a penalty function. Our approach applies to many testing problems as explained in Section 2.1. We have applied it to testing for a parametric regression function. The test has known asymptotic critical values. It behaves against directional alternatives and against a class of low-dimensional regular alternatives almost as if the dimension of \( X \) was one. Our simulations results confirm the good power of the test.

Much work remains to be done to elaborate further on our general approach. From our fundamental lemma, other testing procedures could be constructed such as an integrated conditional moment test in the spirit of Bierens (1982). An automatic bandwidth choice
should be proposed, in the line of Horowitz and Spokoiny (2001) or Guerre and Lavergne (2005). We are currently investigating these issues. Finally, future work should be devoted to applying our approach to other testing problems as outlined in this paper.

6 Technicalities

In the following, C and C' are positive constants that may vary from line to line.

Lemma 6.1 Under Assumptions D–(a) and M and for a sequence of alternatives \( m_n(X) = \mu(X; \theta_0) + \delta_n(X) \) with \( \mathbb{E}[\delta_n(X)\mu(X; \theta_0)] = 0 \), \( \mathbb{E}\delta_n^2 = o(1) \), and \( 0 < \mathbb{E}[\delta_n^4(X)] < C < \infty \), \( \|\hat{\theta}_n - \theta_0\| \leq O_P(n^{-1/2}) \).

Proof. By a uniform law of large numbers for Euclidean families, see e.g. Pakes and Pollard (1989, Lemma 2.8),

\[
\sup_{\theta} \left| \frac{1}{n} \sum_{i=1}^{n} \{ \varepsilon_i + \mu(X_i; \theta_0) + \delta_n(X_i) - \mu(X_i; \theta_0) \}^2 - \frac{1}{n} \sum_{i=1}^{n} \{ \varepsilon_i + \delta_n(X_i) - \{ \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \} \}^2 \right| = o_P(1).
\]

The Euclidean property is ensured by Assumption M–(a). As \( \theta_0 \) is identifiable from Assumption M–(b), deduce that \( \hat{\theta}_n \xrightarrow{p} \theta_0 \). Now, by definition of \( \hat{\theta}_n \),

\[
0 \leq \frac{1}{n} \sum_{i=1}^{n} \{ \varepsilon_i + \delta_n(X_i) \}^2 - \frac{1}{n} \sum_{i=1}^{n} \left[ \varepsilon_i + \delta_n(X_i) - \left\{ \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right\} \right]^2 \\
= -\frac{1}{n} \sum_{i=1}^{n} \left\{ \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right\}^2 + \frac{2}{n} \sum_{i=1}^{n} \{ \varepsilon_i + \delta_n(X_i) \} \left\{ \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right\} \\
\leq -\|\hat{\theta}_n - \theta_0\|^2 \left\{ \frac{1}{n} \sum_{i=1}^{n} \Phi_2^2(X_i) \right\} + (\hat{\theta}_n - \theta_0)' \left\{ \frac{2}{n} \sum_{i=1}^{n} \{ \varepsilon_i + \delta_n(X_i) \} \hat{\mu}(X_i; \theta_0) \right\} \\
+ (\hat{\theta}_n - \theta_0)' \left\{ \frac{1}{n} \sum_{i=1}^{n} \{ \varepsilon_i + \delta_n(X_i) \} \hat{\mu}(X_i; \hat{\theta}_n, \theta_0) \right\} (\hat{\theta}_n - \theta_0) \\
= -A_n \|\hat{\theta}_n - \theta_0\|^2 + (\hat{\theta}_n - \theta_0)' B_n + (\hat{\theta}_n - \theta_0)' C_n (\hat{\theta}_n - \theta_0) .
\]

Now \( A_n - A = O_P(n^{-1/2}) \), where \( A = \mathbb{E} \left[ \Phi_2^2(X) \right] > 0 \) and \( \|B_n\| = O_P(n^{-1/2}) \). On the event \( E_n = \{ A_n \geq 3A/4 \} \cap \{ \text{Sp}(C_n) \leq A/4 \} \), where \( \text{Sp} \) denotes spectral radius, we then have

\[
A \|\hat{\theta}_n - \theta_0\|^2 - 2 \|B_n\| \|\hat{\theta}_n - \theta_0\| \leq 0 ,
\]
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that is \( \|\hat{\theta}_n - \theta_0\| \leq 2A^{-1}\|B_n\| \). As \( \hat{\theta}_n \overset{p}{\to} \theta_0 \) and by Assumption M–(a), \( \mathbb{P}(E_n) \to 1 \) and thus \( \|\hat{\theta}_n - \theta_0\| = O_\mathbb{P}(n^{-1/2}) \). □

**Proof of Lemma 3.1.** (i) Let \( M = M_n \) depend on \( n \) in a way that will be specified later, define \( \eta_i^M = \varepsilon_i I(|\varepsilon_i| \leq M) - \mathbb{E}(\varepsilon_i I(|\varepsilon_i| \leq M) | X_i) \) and consider the degenerate U-process

\[
U_n\tilde{g} = \frac{1}{n(n-1)} \sum_{j \neq i} \eta_i^M \eta_j^M K_h ((X_i - X_j)'\beta) = \frac{1}{n(n-1)} \sum_{j \neq i} \tilde{g}((\eta_i^M, X_i), (\eta_j^M, X_j); h, \beta)
\]

defined by the functions \( \tilde{g} \) indexed by \( h \) and \( \beta \) with \( \|\beta\| = 1 \). By Assumption D and K–(a), Lemma 22(ii) of Nolan and Pollard (1987) and Lemma 2.14(ii) of Pakes and Pollard (1989), the family \( \{\tilde{g} : \|\beta\| = 1, h > 0\} \) is Euclidean for a constant envelope. By Theorem 2 of Major (2006) and its corollary (we may assume without loss of generality that \( 0 \leq K(\cdot) \leq 1 \)),

\[
\mathbb{P}\left( \sup_{\beta} |U_n\tilde{g}| \geq \frac{t h^{1/2} \ln n}{n-1} \right) = \mathbb{P}\left( \sup_{\beta} \left\{ \frac{1}{n} \sum_{j \neq i} \eta_i^M \eta_j^M M K_h ((X_i - X_j)'\beta) \right\} \geq \frac{t h^{1/2} \ln n}{M^2} \right)
\]

\[
\leq C_1 C_2 \exp \left\{ -C_3 \left( \frac{t h^{1/2} \ln n}{M^2 \sigma_M} \right)^2 \right\} \quad \text{for any } t > 0 , \quad (6.1)
\]

provided

\[
n\sigma_M^2 \geq \frac{t h^{1/2} \ln n}{M^2 \sigma_M} \geq C_4 \left[ C_5 + \max (\ln C_2/\ln n, 0) \right]^{3/2} \ln \frac{2}{\sigma_M} \quad (6.2)
\]

where \( C_1, \ldots, C_5 > 0 \) are some constants independent on \( n, h \) and \( M \) and

\[
\sigma_M^2 = \mathbb{E} \left[ \left( \frac{\eta_i^M}{M} \right)^2 \left( \frac{\eta_j^M}{M} \right)^2 M K_h ((X_i'\beta - X_j'\beta)^2) \right].
\]

Note that there exists some constant (independent of \( n \)) \( C > 0 \) such that \( C^{-1} \leq \sigma_M^2 M^4/h \leq C \). In view of these bounds and of (6.2), take \( M^4 = nh(\ln n)^{-1+\delta} \) with \( \delta > 0 \) arbitrarily small. This yields \( \sigma_M^2 \) of order \( O(n^{-1}(\ln n)^{1+\delta}) \) and then for any \( t \)

\[
n\sigma_M^2 \geq \frac{nh}{CM^4} = C^{-1} \ln^{1+\delta} n \geq \frac{t h^{1/2} \ln n}{M^2 \sigma_M} \quad (6.3)
\]

provided that \( n \) is large enough. On the other hand, for any constant \( C' > 0 \)

\[
\frac{t h^{1/2} \ln n}{M^2 \sigma_M} \geq C^{-1/2} t \ln n \geq C' \ln n \quad (6.4)
\]
if \( t \) is sufficiently large. Since \((\ln n)^{-1} \ln(2/\sigma_M)\) tends to a positive constant as \( n \uparrow \infty \), the equations (6.3) and (6.4) show that (6.2) is satisfied for this choice of \( M \), if \( t \uparrow \infty \) and \( t \ln^{-\delta} n \downarrow 0 \). Hence (6.1) yields \( U_n \tilde{g} = O_P(n^{-1}h^{1/2} \ln n) \). Now, it remains to study the tails of \( \varepsilon_i \), that is we have to derive the orders of the remainder terms

\[
2R_{1n} + R_{2n} = \frac{2}{\pi(n-1)} \sum_{j \neq i} \eta_i M \xi_j K_h ((X_i - X_j)' \beta) + \frac{1}{\pi(n-1)} \sum_{j \neq i} \xi_i \xi_j K_h ((X_i - X_j)' \beta)
\]

where \( \xi_i = \varepsilon_i - \eta_i M = \varepsilon_i I ([\varepsilon_i] > M) - E \varepsilon_i I ([\varepsilon_i] > M) | X_i) \).

First, \( E \sup_j |R_{1n}| \leq C E (|\eta_i M | |\xi_j|) \leq 2C E (|\xi_i|) \leq C' E (|\xi_j|) \), and thus by Hölder’s and Chebyshev’s inequalities

\[
E (|\xi_i|) \leq 2E [\varepsilon_i I (|\varepsilon_i| > M)] \leq 2E^{1/11} [|\varepsilon_i|^{11}] E^{10/11} [|\varepsilon_i| > M] \leq 2E [|\varepsilon_i|^{11}] M^{-10}.
\]

By Assumption K-(b) and our choice of \( M \), \( M^{-10} = o(n^{-1}h^{1/2} \ln n) \). Also it is clear that \( \sup_j |R_{2n}| \) is of smaller order than \( \sup_j |R_{1n}| \).

(ii) Let \( V_n(\theta_0) = \{ \theta \in \Theta : ||\theta - \theta_0|| \leq M/n^{1/2} \} \), with \( M \) not necessarily the same as in (i). By Lemma 6.1, \( \liminf_{M \rightarrow \infty} \liminf_{n \rightarrow \infty} P [\theta_n \in V_n(\theta_0)] = 1 \). Let \( W = (\varepsilon, X)' \) and

\[
g_{\theta,h,\beta}(W_i, W_j) = \varepsilon_i \{ \mu(X_j; \theta) - \mu(X_j; \theta_0) \} K_h ((X_i - X_j)' \beta),
\]

which is such that \( E[g_{\theta,h,\beta}(W_i, W_j) | W_j] = 0 \). From our assumptions, the class of functions \( g_{\theta, h, \beta} (\cdot, \cdot) \), \( \theta \in \Theta \), \( h \in (0, 1] \), \( ||\beta|| = 1 \), is Euclidean for a squared-integrable envelope \( F(W_i, W_j) = |\varepsilon_i| \tilde{\Phi}(X_j) \) where \( \tilde{\Phi}(\cdot) = C \sum_{i=1}^2 \Phi_i(\cdot) \), for some suitable constant \( C \), cf. Nolan and Pollard (1987, Lemma 22(ii)) and Pakes and Pollard (1989, Lemma 2.13 and Lemma 2.14 (ii)). Apply Hoeffding’s decomposition to the \( U \)-process \( hQ_{4n}(\theta, \beta) \) and consider the second order degenerate \( U \)-process in this decomposition \( U_n \tilde{g}_{\theta,h,\beta} \), with \( \tilde{g}_{\theta,h,\beta}(W_i, W_j) = g_{\theta,h,\beta}(W_i, W_j) - E[g_{\theta,h,\beta}(W_i, W_j) | W_i] \). By Lemma 5 of Sherman (1994a), the family \( \tilde{g}_{\theta,h,\beta} \), \( \theta \in \Theta \), \( h \in (0, 1] \), \( ||\beta|| = 1 \), is Euclidean for a squared-integrable envelope. From the Main Corollory of Sherman with \( p = 1 \) and \( k = 2 \),

\[
E \left[ \sup_{\theta \in V_n(\theta_0), h, \beta} \left| nU_n \tilde{g}_{\theta,h,\beta} \right| \right] \leq \Lambda \left[ E \left( \sup_{\theta \in V_n(\theta_0), h, \beta} \left\{ U_n^2 \tilde{g}_{\theta,h,\beta}^2 \right\} \right)^{1/2} \right]^{1/2}
\]

where \( \Lambda \) is a universal constant and \( 0 < \overline{\sigma} < 1 \). We have

\[
|\tilde{g}_{\theta,h,\beta}(W_i, W_j)| \leq C ||\theta - \theta_0|| |\varepsilon_i| \left\{ \tilde{\Phi}(X_j) + E[\tilde{\Phi}(X_j) | W_i] \right\} \leq C' ||\theta - \theta_0|| |\varepsilon_i| (\tilde{\Phi}(X_j) + 1)
\]
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for some constants $C$ and $C'$. Hence from Inequality (6.5),

$$\mathbb{E} \sup_{\theta \in V_n(\theta_0), h, \beta} |nU_{\alpha} \overline{g}_{\theta, h, \beta}| \leq \left(\frac{C M^2}{n}\right)^{\pi/2}$$

for some $C > 0$, and by Chebyshev’s inequality,

$$\sup_{\|\beta\|=1} |nh^{-1/2}U_{n} \overline{g}_{\theta, h, \beta}| = O_p \left((nh^{1/\pi})^{-\pi/2}\right). \quad (6.6)$$

We now study the $U$-process of order 1 in Hoeffding’s decomposition of $hQ_{1n}(\theta, \beta)$. Let $\mathbb{P}_n \overline{g}$ denote this empirical process, where

$$\overline{g}(W_i) = \overline{g}_{\theta, h, \beta}(W_i) = \mathbb{E}[g_{\theta, h, \beta}(W_i, W_j) \mid W_i]$$

for each $i$. By our assumptions, Lemma 22(ii) of Nolan and Pollard (1987) and Lemma 5 of Sherman (1994), the family of functions $\overline{g}_{1, s}(\cdot)$, indexed by $h$ and $\beta$ is Euclidean for a squared integrable envelope. The Main Corollary of Sherman with $p = k = 1$ yields

$$\mathbb{E} \sup_{h, \beta} |n^{1/2} \mathbb{P}_n \overline{g}_{1, s}| \leq \Lambda \left[\mathbb{E} \sup_{h, \beta} \left\{ \mathbb{P}_n^2 \overline{g}_{1, s}^2 \right\}\right]^{1/2} s = 1, \ldots, p, \quad (6.7)$$

where $\Lambda$ is a universal constant and $0 < \alpha < 1$. If $\hat{\mu}_s(\cdot, \cdot)$ denotes the $s$th component of $\hat{\mu}(\cdot, \cdot)$,

$$|\overline{g}_{1, s}(W_i)| = \mathbb{E} \left[ \hat{\mu}_s(X_j; \theta_0)K_h((X_i - X_j)') | X_i, \varepsilon_i \right] \leq \mathbb{E} \left[ \Phi_1(X_j)K_h((X_i - X_j)') | X_i, \varepsilon_i \right] \leq C h^{-3/4} |\varepsilon_i|$$

for some $C > 0$. From (6.7) and Chebyshev’s inequality, $\sup_{\|\beta\|=1} |n^{1/2} \mathbb{P}_n \overline{g}_{1, 1}| = O_p(h^{3\pi/4})$, thus

$$\sup_{\theta \in V_n(\theta_0), \beta} |n^{1/2}(\theta - \theta_0)' \mathbb{P}_n \overline{g}_{1, 1}| = O_p \left(h^{(3\pi/4)-1/2}\right). \quad (6.8)$$

Use Assumption M(a)(i) and apply similar arguments to each of the components of the square matrix $\overline{g}_{2}$ to show that

$$\sup_{\theta \in V_n(\theta_0), \beta} \left| n^{1/2}(\theta - \theta_0)' \mathbb{P}_n \overline{g}_{2}(\theta - \theta_0) \right| = O_p \left(n^{-1/2}h^{(3\pi/4)-1/2}\right). \quad (6.9)$$
From Equations (6.6), (6.8), and (6.9) with \( \alpha > 2/3 \),

\[
\sup_{\|\beta\| = 1} n h^{1/2} Q_{1n}(\hat{\theta}_n, \beta) = o_p(1).
\]

For \( Q_{2n}(\theta, \beta) \), use the expansion of \( \mu(\cdot; \theta) \) and similar arguments to show that

\[
\sup_{\theta \in V_n(\theta_0), \|\beta\| = 1} n h^{1/2} \left[ Q_{2n}(\theta, \beta) - \mathbb{E} Q_{2n}(\theta, \beta) \right] = o_p(1).
\]

Last, for \( \theta \in V_n(\theta_0) \),

\[
\mathbb{E} Q_{2n}(\theta, \beta) = \mathbb{E} \left[ \{ \mu(X_i; \theta) - \mu(X_i; \theta_0) \} \{ \mu(X_j; \theta) - \mu(X_j; \theta_0) \} \right] h^{-1} K_h \left( (X_i - X_j)' \beta \right) \]
\[
\leq \| \theta - \theta_0 \|^2 \mathbb{E}^{1/2} \left[ \Phi^4(X) \right] \mathbb{E}^{3/4} \left[ h^{-4/3} K_h^{4/3} (X_i - X_j)' \beta \right] \]
\[
= O_p(n^{-1} h^{-1/4}) = o_p(n^{-1} h^{-1/2}).
\]

For real random variables, \( A_n \asymp_p B_n \) means that \( \mathbb{P}(C^{-1} \leq A_n/B_n \leq C) \) goes to 1 when \( n \) grows.

**Lemma 6.2** Let \( W_\beta \) be the matrix with generic element \( \mathbb{1}(i \neq j) K_h ((X_i - X_j)' \beta) / (h n (n - 1)) \). Under Assumptions D–(c) and K, \( \text{Sp}(W_\beta) = O_p(n^{-1}) \) and \( nh^{1/2} | W_\beta | \asymp_p 1 \) for any \( \beta \).

**Proof.** By definition, \( \text{Sp}(W_\beta) = \sup_{u \neq 0} |W_\beta u| / \|u\| \) and for any \( u \in \mathbb{R}^n \),

\[
\|W_\beta u\|^2 \leq \sum_{i=1}^n \left( \sum_{j=1, j \neq i}^n \frac{K_h ((X_i - X_j)' \beta)}{h n (n - 1)} u_j \right)^2 \]
\[
\leq \sum_{i=1}^n \left( \sum_{j=1, j \neq i}^n \frac{K_h ((X_i - X_j)' \beta)}{h n (n - 1)} \right) \sum_{j=1, j \neq i}^n \frac{K_h ((X_i - X_j)' \beta)}{h n (n - 1)} u_j^2 \]
\[
\leq \|u\|^2 \left[ \max_{1 \leq i \leq n} \left( \sum_{j=1, j \neq i}^n \frac{K_h ((X_i - X_j)' \beta)}{h n (n - 1)} \right) \right]^2.
\]

Hence \( n \text{Sp}(W_\beta) \leq \max_{1 \leq i \leq n} \sum_{j \neq i} \frac{1}{(n-1)n} K_h ((X_i - X_j)' \beta) \). For all \( j \) and \( \beta \), \( |K_h ((x - X_j)' \beta)| \leq \]
C and \( \text{Var}[K_h ((x - X_j)'\beta)] \leq C \). Thus the Bernstein inequality yields for any \( t > 0 \)
\[
\mathbb{P} \left[ \max_{1 \leq i \leq n} \left( \frac{(nh^2)\alpha}{\ln n} \right)^{1/2} \sum_{j \neq i} \frac{1}{(n-1)} h^{-1} K_h ((X_i - X_j)'\beta) - \mathbb{E} \left[ h^{-1} K_h ((X_i - X_j)'\beta) \big| X_i \right] \right] \geq t \leq \sum_{1 \leq i \leq n} \mathbb{E} \left[ \left| h^{-1} K_h ((X_i - X_j)'\beta) - \mathbb{E} \left[ h^{-1} K_h ((X_i - X_j)'\beta) \big| X_i \right] \right| \geq \frac{t \left( \frac{\ln n}{(nh^2)^{\alpha}} \right)^{1/2}}{\left( \frac{\ln n}{(nh^2)^{\alpha}} + th(nh^2)^{\alpha/2}(\ln n)^{1/2} \right)} \right] \leq 2n \exp \left( -\frac{t^2}{2} \frac{(nh^2)(\ln n)}{C((nh^2)^{\alpha} + th(nh^2)^{\alpha/2}(\ln n)^{1/2})} \right) \leq 2 \exp \left[ \ln(n) - \frac{t^2}{C} (\ln n)(nh^2)^{1-\alpha} \right] \to 0 ,
\]

since \( nh^2 \to \infty \). Moreover, by Assumptions D-(c) and K-(a),
\[
\mathbb{E} \left[ h^{-1} K_h ((X_i - X_j)'\beta) \big| X_i \right] = \int K(u) f_\beta(X_i'\beta + hu) \, du \leq C
\]
uniformly in \( i \). This gives the first result. For the second result,
\[
n^2 h \| W_\beta \|^2 \leq \frac{1}{(n-1)^2} \sum_{i \neq j} \frac{1}{h} K_h^2 ((X_i - X_j)'\beta) \to \mathbb{E} \left[ f_\beta(X'\beta) \right] \int K^2(u) \, du
\]
follows like in the proof of (6.12) below with \( \delta(X) \equiv 1 \) and \( K(\cdot) \) replaced by \( K^2(\cdot)/\int K^2(u)du \).

The last quantity is bounded from above by \( \mathbb{E} \left[ h^{-1} K_h ((X_i - X_j)'\beta) \big| X_i \right] \) and below by Assumptions D-(c) and K-(a).

**Proof of Theorems (3.4) and (3.5)**. By Assumption D-(b), \( v_n^2(\beta) \leq \pi^4 n^2 h \| W_\beta \|^2 \), where \( W_\beta \) is the matrix with generic element \( (i \neq j) K_h ((X_i - X_j)'\beta)/(\ln(n-1)) \). Lemma 6.2 then ensures that \( v_n^2(\beta) \) is bounded in probability from above for any \( \beta \). Under \( H_{1n}, U_i(\hat{\theta}_n) = \mu(X_i; \theta_0) + r_n \delta(X_i) + \varepsilon_i - \mu(X_i; \hat{\theta}_n) \). By simple algebra, \( Q_n(\hat{\theta}_n, \beta) \) writes for any \( \beta \) as
\[
Q_{3n}(\beta) = Q_{1n}(\hat{\theta}_n, \beta) + Q_{2n}(\hat{\theta}_n, \beta) - 2Q_{3n}(\hat{\theta}_n, \beta) + 2Q_{4n}(\beta) + Q_{5n}(\beta)
\]
where
\[
Q_{3n}(\hat{\theta}_n, \beta) = \frac{r_n}{n(n-1)} \sum_{j \neq i} \delta(X_i) \left\{ \mu(X_j; \hat{\theta}_n) - \mu(X_j; \theta_0) \right\} \frac{1}{h} K_h ((X_i - X_j)'\beta) ,
\]
\[
Q_{4n}(\beta) = \frac{r_n}{n(n-1)} \sum_{j \neq i} \varepsilon_i \delta(X_j) \frac{1}{h} K_h ((X_i - X_j)'\beta) ,
\]
\[
Q_{5n}(\beta) = \frac{r_n^2}{n(n-1)} \sum_{j \neq i} \delta(X_i) \delta(X_j) \frac{1}{h} K_h ((X_i - X_j)'\beta).
\]
Since \( v_n^2(\beta) = O_P(1) \), \( nh^{1/2}Q_{1n}(\beta) = O_P(1) \) for any \( \beta \). Lemma 3.1-(ii) deals with \( Q_{1n}(\hat{\theta}_n, \beta) \) and \( Q_{2n}(\hat{\theta}_n, \beta) \).

For Theorem 3.4, it is shown below that for any \( \beta \)

\[
Q_{3n}(\hat{\theta}_n, \beta) = O_P(r_n n^{-1/2}) \tag{6.10}
\]

\[
Q_{4n}(\beta) = O_P(r_n n^{-1/2}) \tag{6.11}
\]

\[
Q_{5n}(\beta) = r_n^2 E \left[ E^2[\delta(X)|X']f_\beta(X') \right] + o_P(r_n^2). \tag{6.12}
\]

Collecting results, it follows that for any \( \beta \)

\[
\frac{nh^{1/2}Q_n(\hat{\theta}_n, \beta) - \alpha_n}{v_n(\beta_0)(1 + o_P(1))} \geq C n^{1/2} r_n^2 \left[ E \left[ E^2[\delta(X)|X']f_\beta(X') \right] + o(1) \right].
\]

Choose \( \beta \) such that \( E \left[ E^2[\delta(X)|X']f_\beta(X') \right] > 0 \), which is possible from Lemma 2.1. The conclusion then follows from Inequality (3.4).

For Theorem 3.5, it is shown below that for any \( \beta \)

\[
Q_{3n}(\hat{\theta}_n, \beta) = O_P(n^{-1/2}) \left[ n^{-1} \sum_{i=1}^n \delta_n^2(X_i') \right]^{1/2} \tag{6.13}
\]

\[
Q_{4n}(\beta) = O_P(n^{-1/2}) \left[ n^{-1} \sum_{i=1}^n \delta_n^2(X_i') \right]^{1/2} \tag{6.14}
\]

\[
Q_{5n}(\beta) \geq C (1 + o_P(1)) \left[ \sqrt{a_n} \left( n^{-1} \sum_{i=1}^n \delta_n^2(X_i') \right)^{1/2} - h^a \right]^2, \tag{6.15}
\]

where (6.15) holds with probability going to one. Collecting results, it follows that

\[
\frac{nh^{1/2}Q_n(\hat{\theta}_n, \beta) - \alpha_n}{v_n(\beta_0)(1 + o_P(1))} \geq C (1 + o_P(1)) nh^{1/2 + 2a} a_n \kappa_n^2 - \alpha_n = C (1 + o_P(1)) a_n a_n \kappa_n^2 - \alpha_n
\]

diverges with probability going to one as \( a_n \kappa_n^2 \) diverges.
Proof of (6.10) and (6.13). Since \( |u' W_\beta v| \leq \|u\| \|v\| \text{Sp}(W_\beta) \), then for any \( \beta \),

\[
\left| \frac{1}{n(n-1)} \sum_{j \neq i} \delta_n(X_i) \left\{ \mu(X_j; \hat{\theta}_n) - \mu(X_j; \theta_0) \right\} \frac{1}{h} K_h \left((X_i - X_j)' \beta\right) \right|
\leq n \left[ n^{-1} \sum_{i=1}^n \delta_n(X_i) \right]^{1/2} \left[ n^{-1} \sum_{i=1}^n \left( \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right)^2 \right]^{1/2} \text{Sp}(W_\beta)
\leq O_p(1) \left[ n^{-1} \sum_{i=1}^n \delta_n(X_i) \right]^{1/2} \left[ n^{-1} \sum_{i=1}^n \left( \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right)^2 \right]^{1/2} ,
\]

by Lemma 6.2. Now by Assumption M, \( \left( \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right)^2 \leq \tilde{\Phi}^2 (X_i) \| \hat{\theta}_n - \theta_0 \|_2 \) for some \( \tilde{\Phi}(\cdot) \) with bounded fourth moment and from Lemma 6.1 \( n^{-1} \sum_{i=1}^n \left( \mu(X_i; \hat{\theta}_n) - \mu(X_i; \theta_0) \right)^2 = O_p(n^{-1}) \). Hence the initial quantity is bounded by \( O_p(n^{-1/2}) \left[ n^{-1} \sum_{i=1}^n \delta_n^2(X_i) \right]^{1/2} \).

Proof of (6.11) and (6.14). Denote by \( E_n \) the conditional expectation given the \( X_i \) and let

\[
\delta_n(X_i) = \frac{1}{n(n-1)} \sum_{j=1, j \neq i}^n \delta_n(X_j) \frac{1}{h} K_h \left((X_i - X_j)' \beta\right) .
\]

Then Marcinkiewicz-Zygmund’s and Jensen’s inequalities implies that for any \( \beta \), there is some constant \( C \) independent of \( n \) such that

\[
E_n \left| \sum_{i=1}^n \varepsilon_i \delta_n(X_i) \right| \leq C E_n \left| \sum_{i=1}^n \varepsilon_i^2 \delta_n^2(X_i) \right|^{1/2} \leq C \left\{ \sum_{i=1}^n \delta_n^2(X_i) E_n(\varepsilon_i^2) \right\}^{1/2}
\leq C \left\{ \sum_{i=1}^n \delta_n^2(X_i) \right\}^{1/2} \leq C n^{1/2} \left\{ n^{-1} \sum_{i=1}^n \delta_n^2(X_i) \right\}^{1/2} \text{Sp}(W_\beta) = O_p(n^{-1/2}) \left\{ n^{-1} \sum_{i=1}^n \delta_n^2(X_i) \right\}^{1/2} ,
\]

using Lemma 6.2 and the weak law of large numbers.

Proof of (6.12). Consider \( U_n = r_n^{-2} Q_{\delta_n}(\beta) \). By straightforward computations,

\[
\text{Var} (U_n) \leq \frac{C}{n} \text{Var} \left[ \delta(X_1) \delta(X_2) h^{-1} K_h \left((X_i - X_j)' \beta\right) \right]
\leq \frac{C}{n} E \left[ \delta^4(X) \right] E^{1/2} \left[ h^{-4} K_h^4 \left((X_i - X_j)' \beta\right) \right] = O(n^{-1} h^{-3/2}) = o(1) .
\]
Let \( W \) denote by \( P \) for the complementary set of \( J \) over the element \( I \). If \( n \) is an integer number strictly larger than 1. For \( y \) yields \( E \). Without loss of generality, assume that the bounded support of \( \delta \). Let \( \delta \) and \( \delta \) be the matrix with generic element \( \sum \delta_n \| A_{i,a_n} \| \| A_{j,a_n} \| \| A_{e,a_n} \| \|^2 \) = \( \omega(n) \left[ \sum_{i=1}^{n} \delta_n^2 \right] \). Without loss of generality, assume that the bounded support of \( X' \beta \) is \([0, 1]\) and that \( \bar{k} = h^{-1} \) is an integer number strictly larger than 1. For \( k = 0, \ldots, \bar{k} - 1 \), let \( t_k = t_k(h) = (k + 1/2)h \), and \( J_k = J_k(h) = t_k(h) + h[1/2, 1/2] \), so that \( \cup_{k=0,\ldots,\bar{k}-1} J_k = [0, 1] \). We can assume that \( t_k \in A_{i,a_n} \) if \( J_k \subset A_{i,a_n} \). If not, by Assumption N-(b) we need to redefine at most 4\( k_0 \) sets \( J_k \) as \( J_k = t_k(h) + h(-a, b) \) with \( 0 \leq a, b \leq 1 \). Let \( \Pi_{s,h} \) be the set of piecewise polynomial functions over the \( J_k \) with degree smaller than or equal to \([s]\). Then the definition of \( C(L, s) \) and a standard piecewise Taylor expansion around the \( t_k \) show that \( \sup_{x} \left| \delta_n(x' \beta) - \pi_n(x' \beta) \right| \leq C h^s \) for some \( \pi_n(\cdot) \in \Pi_{s,h} \). Denote by \( P_{\beta} \) the matrix with the same elements than \( W_{\beta} \) but with generic element \( \Pi(X' \beta \in A_{i,a_n}) \). Then \( \text{Sp}(W_{\beta} - P_{\beta}) = O_{p}(n^{-2}h^{-1}) \)
Similarly, uniformly in $t$

Using (6.16) and from Assumption N

and we restrict to

Then

is nonnegative and vanishes iff $u_i \mathbb{I}(X_i^j \beta \in A_{\beta,a_n}) = 0$ for all $i$. For $\pi(\cdot) \in \Pi_{s,h}$, let $\pi$ denote the column vector $(\pi(X_1^j \beta), ..., \pi(X_n^j \beta))'$ and let

$$\Lambda_n^2 = \inf_{\pi(\cdot) \in \Pi_{s,h}} \frac{\pi^{\mathcal{P}} \pi}{n^{-1} \sum_{i=1}^n \pi^2(X_i^j \beta) \mathbb{I}(X_i^j \beta \in A_{\beta,a_n})},$$

with the convention $0/0 = 1$. Consider the polynomial functions $\pi_{b,k}(\cdot)$ of degree $|s|$ with support $J_k(h)$, i.e.

$$\pi_{b,k}(t) = \pi_b \left( \frac{t-t_k}{h} \right) = \sum_{0 \leq q \leq |s|} b_q \left( \frac{t-t_k}{h} \right)^q \mathbb{I}(t \in J_k).$$

Then

$$\Lambda_n^2 \geq \inf_{b_{b,k} \in A_{\beta,a_n}} \frac{\pi_{b,k}^{\mathcal{P}} \pi_{b,k}}{n^{-1} \sum_{i=1}^n \pi^2_{b,k}(X_i^j \beta) \mathbb{I}(X_i^j \beta \in A_{\beta,a_n})},$$

and we restrict to $b$ in the unit hypersphere by homogeneity. The Main Corollary of Sherman (1994a) implies that uniformly in $b$ and $k$ such that $J_k \subset A_{\beta,a_n}$

$$\frac{1}{nh} \sum_{i=1}^n \pi_b^2 \left( \frac{X_i^j \beta - t_k}{h} \right) \mathbb{I}(X_i^j \beta \in A_{\beta,a_n}) = \frac{1}{h} \mathbb{E} \left[ \pi_b^2 \left( \frac{X_i^j \beta - t_k}{h} \right) \mathbb{I}(X_i^j \beta \in A_{\beta,a_n}) \right] + O_p \left( \frac{1}{\sqrt{nh}} \right)$$

$$= \int_{(-1/2,1/2)} \pi_b^2(u) f_\beta(t_k + hu) du + o_p(a_n) = f_\beta(t_k) \int_{(-1/2,1/2)} \pi_b^2(u) du + o_p(a_n),$$

from Assumption N and $a_n^{-1}h^a \to 0$. Similarly, uniformly in $b$, $t$ and $k$ such that $J_k \subset A_{\beta,a_n}$

$$\frac{1}{\sqrt{2\pi nh}} \sum_{i=1}^n \pi_b \left( \frac{X_i^j \beta - t_k}{h} \right) \exp \left( it \frac{X_i^j \beta - t_k}{h} \right) \mathbb{I}(X_i^j \beta \in A_{\beta,a_n})$$

$$= \frac{1}{\sqrt{2\pi h}} \mathbb{E} \left[ \pi_b \left( \frac{X_i^j \beta - t_k}{h} \right) \exp \left( it \frac{X_i^j \beta - t_k}{h} \right) \mathbb{I}(X_i^j \beta \in A_{\beta,a_n}) \right] + O_p \left( \frac{1}{\sqrt{nh}} \right)$$

$$= \frac{1}{\sqrt{2\pi}} \int_{(-1/2,1/2)} \pi_b^2(u) \exp(itu) f_\beta(t_k + hu) du + o_p(a_n) = f_\beta(t_k) \tilde{\pi}_b(t) + o_p(a_n).$$

Using (6.16) and $t_k \in A_{\beta,a_n}$ implies that with probability going to one

$$\frac{1}{a_n} \frac{n^{-1} \sum_{i=1}^n \pi_{b,k}^2(X_i^j \beta) \mathbb{I}(X_i^j \beta \in A_{\beta,a_n})}{\int_{(-1/2,1/2)} \pi_b^2(u) du} \geq \int |\tilde{\pi}_b(t)|^2 \tilde{K}(t) dt$$

(6.18)
which stays away from zero for \( b \) in the unit sphere. Hence \( \Lambda_n^2 \geq C a_n \) for some \( C > 0 \) with probability going to one. Now, from the triangular inequality,

\[
\left( \delta_n' \mathbf{P}_\beta \delta_n \right)^{1/2} \geq \left( \pi_n' \mathbf{P}_\beta \pi_n \right)^{1/2} - \left( \left( \delta_n - \pi_n \right)' \mathbf{P}_\beta \left( \delta_n - \pi_n \right) \right)^{1/2} \\
\geq \Lambda_n n^{-1/2} \| \pi_n^{I_{A_{\beta,n}}} \| - \text{Sp}^{1/2} \left( \mathbf{P}_\beta \right) \| \delta_n - \pi_n \| \\
\geq \Lambda_n n^{-1/2} \| \delta_n^{I_{A_{\beta,n}}} \| - \left( \Lambda_n + n^{1/2} \text{Sp}^{1/2} (\mathbf{P}_\beta) \right) Ch^s. \quad (6.19)
\]

From Conditions (3.9), (3.10) and the fact that \( \text{Sp}^{1/2} (\mathbf{P}_\beta) \leq \text{Sp}^{1/2} (\mathbf{W}_\beta - \mathbf{P}_\beta) = O P (n^{-1/2}) \) the above quantity is positive with probability going to one. Since \( \Lambda_n^2 n \text{Sp} (\mathbf{W}_h - \mathbf{P}_h) = o P (1) \), deduce that with probability going to one

\[
\delta_n' \mathbf{W}_\beta \delta_n \geq \left[ \Lambda_n n^{-1/2} \| \delta_n^{I_{A_{\beta,n}}} \| - \left( \Lambda_n + n^{1/2} \text{Sp}^{1/2} (\mathbf{P}_\beta) \right) Ch^s \right]^2 - \text{Sp} (\mathbf{W}_h - \mathbf{P}_h) \| \delta_n^{I_{A_{\beta,n}}} \|^2 \\
\geq \left[ \left( \Lambda_n - n^{1/2} \text{Sp}^{1/2} (\mathbf{W}_h - \mathbf{P}_h) \right) n^{-1/2} \| \delta_n^{I_{A_{\beta,n}}} \| - \left( \Lambda_n + n^{1/2} \text{Sp}^{1/2} (\mathbf{P}_\beta) \right) Ch^s \right]^2 \\
\geq C \left( 1 + o_P (1) \right) \left[ \sqrt{\alpha_n} \left( n^{-1} \sum_{i=1}^{n} \delta_i^2 (X_i' \beta) \right)^{1/2} - h^s \right]^2. 
\]
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Figure 1: $\beta_0 = (1, 1, 1)/\sqrt{3}$

Figure 2: $\beta_0 = (1, 2, 3)/\sqrt{14}$

Figure 3: $\beta_0 = (0, 1, 0)$

Figure 4: $\beta_0 = (1, 1, 1)/\sqrt{3}$ and $b = 0.4$
Figure 5: $\beta_0 = (1, 1, 1)/\sqrt{3}$

Figure 6: $\beta_0 = (3, 1, 0)/\sqrt{10}$

Figure 7: $\beta_0 = (0, 1, 0)$

Figure 8: $\beta_0 = (1, 1, 1)/\sqrt{3}$ and $b = 0.5$